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This thesis describes the experimental investigation of three different strongly

correlated transition-metal oxide systems. The magnetic behaviour of each has been

probed using inelastic neutron spectroscopy.

A distinctive hour-glass excitation spectrum has been observed in the layered

cobaltate La1.75Sr0.25CoO4. This spectrum is similar to that measured in a re-

lated cobaltate La1.67Sr0.33CoO4, although it appears broader. The spectrum has

been reproduced using a spin wave model derived from a disordered cluster spin

glass ground state. Signatures of spin glass behaviour have also been observed in

bulk magnetisation measurements of La1.75Sr0.25CoO4. These findings, once more,

demonstrate the emergence of an hour-glass spectrum from a ground state that

combines quasi-one dimensional magnetic correlations and disorder. Additionally,

this study shows that charge and magnetic stripe order persists to lower dopings in

La2−xSrxCoO4 than previously thought.

The complete magnetic excitation spectrum of the multiferroic compound CuO

has been measured for the first time. A high energy, one-dimensional magnetic

spectrum is observed and modelled using the Müller ansatz derived for the S = 1/2

Heisenberg antiferromagnetic chain. At lower energies, a three-dimension spectrum

is observed. The measured spectrum is inconsistent with all previous theoretical

estimates of the dominant inter-chain exchange interactions in CuO. The inter-chain

dispersion is successfully described by a phenomenological model based on linear

spin wave theory.

The third material investigated, LuFe2O4 demonstrates complex charge and

magnetic order, the precise nature of which is still under debate. The full spectrum

of in-plane excitations in LuFe2O4 has been measured and a complicated dispersion

consistent with six magnetic modes is observed. These findings are compatible with

structures described by a magnetic unit cell containing six spins. The dispersion

can be described by a spin wave model derived from a bilayer structure comprised

of charge-rich and charge-poor monolayers. This structure is consistent with the

original site-specific model for the 3D magnetic ordering in LuFe2O4.
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Chapter 1

Magnetic Order and Excitations

in Quantum Materials
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1.1 Introduction

Many complex phenomena in physics emerge from the collective behaviour of rel-

atively simple building blocks. An example of this is the vast array of mag-

netic behaviour observed in different condensed matter systems. The origins of an

atom’s magnetic moment is well understood using quantum mechanics. However,
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a plethora of magnetic orders and effects are found when moments are grouped to-

gether in crystal structures and there exist strong interactions between the electrons

(ie. the electrons are strongly correlated). Subtle effects become significant in these

many-body systems and a lot of the emergent behaviours are still not understood.

In this chapter, I will introduce some of the key physical concepts relevant to the

study of magnetic systems, upon which this thesis is based. I shall introduce the

Heisenberg Hamiltonian as a description of magnetic interactions and discuss how

it can be used to model the magnetic excitation spectra measured in later chapters.

Finally, I shall introduce some broad classes of materials which my research aims

to better understand.

1.2 Magnetism and Magnetic Order

1.2.1 Magnetic Ions

The magnetism of an atom or ion arises, primarily, from the properties of the elec-

trons [1]. Electrons within an atom have both an intrinsic spin angular momentum

s (with magnitude ~/2) in addition to an orbital angular momentum l. Electrons

occupy shells, and summing the electrons’ individual momenta in the outer most

shell determine the spin S and orbital L quantum numbers of the atom. Due to the

Pauli exclusion principle, only two electrons with opposite spin can occupy the same

orbital. Hence, in atoms with fully occupied electron shells, the different electronic

contributions of the angular momenta cancel. This is not the case in an atom with

unfilled electron shells, however, which can carry a magnetic moment µ.

The moment is associated with the total angular momentum J , which is related

to the individual spin and orbital contributions by the expression

J = S +L. (1.1)
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The effective magnetic moment for an isolated atom is therefore defined as

µeff = gJµB

√
J(J + 1), (1.2)

where µB is the Bohr magneton and

gJ =
3

2
+
S(S + 1)− L(L+ 1)

2J(J + 1)
. (1.3)

This is the Landé g-factor.

In an isolated atom, the arrangement of the electrons giving rise to the effective

moment is predicted by Hund’s rules [1]. These are a set of empirical rules that

emerge from a minimisation of the Coulomb repulsion in an atom. They state that

the electronic configuration must first maximise S, then maximise L. The value of

J is then found to be J = |L − S| for shells less than half full or J = |L + S| for

shells with greater than half occupancy. When a shell is half occupied L = 0 and the

orbital angular momentum is quenched. Therefore, the total angular momentum is

only dependant on S and the magnetic moment has the form

µeff = gSµB

√
S(S + 1), (1.4)

where gS = 2 for a spin-only system. Orbital quenching is common in the 3d

transition metal ions where the outer d shell is nearly half-filled. Therefore, a spin-

only description is typically sufficient to describe the magnetism in certain materials.

For those cases, the effects of a small spin orbit coupling can be accommodated by

scaling the value of gS . Although Hund’s rules are derived for isolated atoms, they

are often a good first approximation of the electronic configuration of atoms in

a material. However, the additional effect of the material’s crystal field must be

considered to find the true ground state configuration.
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1.2.2 Diamagnetism and Paramagnetism

In bulk materials, a weak magnetisation can be induced by an externally applied

magnetic field. This is the diamagnetic moment and opposes the applied field [1].

Therefore, materials with a predominately diamagnetic response are characterised

by a negative magnetic susceptibility χ, where

M = χH. (1.5)

In this expression, M is the magnetisation of the material and H is the applied

magnetic field. Diamagnetism is a weak effect and is not significant for the ma-

terials investigated in this thesis. Paramagnetism is characterised by a positive

susceptibility [1]. This corresponds to an induced magnetisation parallel to the

applied field. Such a response is due to the individual magnetic moments of the

atoms aligning with the field. Therefore, in the absence of a field the moments are

randomly orientated in a paramagnetic state.

1.2.3 Magnetic Exchange Interactions

Interactions between neighbouring magnetic moments open up the possibility of

correlated behaviour beyond simple paramagnetism. Such behaviour results in the

magnetic ordering seen in many materials. The magnetic dipole interaction is the

most obvious candidate to describe magnetic interactions but its effect is actually

very weak. Instead, exchange interactions dominate within magnetic materials and

can be understood by considering a simple system of two electrons in the absence

of spin-orbit coupling [1]. The electrons (as fermions) are described by an overall

antisymmetric wave function. Therefore, when two electrons, a and b, are at the

positions r1 and r2, their total wavefunction can be written as

ΨS =
1√
2

[ψa(r1)ψb(r2) + ψa(r2)ψb(r1)]χS, (1.6)



1.2 Magnetism and Magnetic Order 5

or

ΨT =
1√
2

[ψa(r1)ψb(r2)− ψa(r2)ψb(r1)]χT. (1.7)

These expressions contain a spin wavefunction in either the singlet χS or triplet χT

state. To ensure Ψ is antisymmetric, the combined form of the spatial wavefunctions

ψa(r1) and ψb(r2) have the symmetric or antisymmetric form. From Eqs. 1.6 and

1.7, the difference in energy between the singlet and triplet wavefunctions is found

to be

J = ES − ET = 2

∫
ψ∗a(r1)ψ∗b (r2)Hψa(r2)ψb(r1)dr1r2. (1.8)

This expression defines the exchange constant J . The energy difference between

singlet and triplet state can also be similarly quantified using an effective spin

Hamiltonian containing the expression Sa · Sb. This has the form

H =
1

4
(ES + 3ET)− (ES − ET)Sa · Sb. (1.9)

Therefore, omitting the constant term, H can be expressed as an effective spin

Hamiltonian

H = −JSa · Sb. (1.10)

Considering Eq. 1.10, the triplet state is favoured when J > 0 and therefore the

spins are aligned parallel. Conversely, J < 0 energetically favours the singlet state

and spins are aligned antiparallel.

This concept has been generalised to describe a system of many spins in the

Heisenberg Hamiltonian

H =
∑

〈i,j〉
JijSi · Sj , (1.11)

where Si is the spin operator for the ith spin in the system, and Jij describes the

exchange interaction between the spins i and j (and has been redefined such that

J > 0 favours antiparallel spins). The notation 〈i, j〉 denotes that the summation

is over all pairs of spins, with each pair counted once.
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Although Eq. 1.11 is expressed in relatively simple terms, this belies the vast

array of magnetic behaviour that the Heisenberg Hamiltonian can describe. It can

only be solved exactly for the most simple cases. However, approximate solutions

provide excellent descriptions for many magnetic phenomena observed. Nearest

neighbour exchange interactions are all that is required to understand the ferro-

magnetic (FM) or antiferromagnetic (AFM) ordering arising in many physical sys-

tems. The value of the exchange parameters Jij depend nominally on the overlap of

atomic orbitals which facilitates the exchange process. However, this simple picture

is complicated by the various types of exchange interaction. These include direct

exchange and superexchange which will be described below.

Direct Exchange

Direct exchange arises when electrons on neighbouring magnetic atoms interact

directly via some overlapping orbital. In reality, this is typically a very weak in-

teraction, as the overlap is usually very small even for the large 3d orbitals in the

transition metal ions studied in this thesis. Therefore, most exchange is indirect,

conducted through some intermediary.

Superexchange

Superexchange is an indirect exchange process whereby magnetic atoms interact via

a non-magnetic intermediary [1]. This process can be used to explain the majority of

magnetic orders seen in the transition metal oxides, where exchange is via the non-

magnetic oxygen atom. An example of AFM ordering arising from superexchange

is shown in Figure 1.1. The outer electron orbitals involved in the M–O–M bond

(where M is a 3d transition metal ion and O is oxygen with a 2p bonding orbital)

is depicted in Figure 1.1. The system can minimise the kinetic energy of all the

electrons by allowing them to spread across all orbitals. However, to satisfy the

Pauli exclusion principle, the spins on the M ions must align antiparallel. Therefore,
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t2g

eg

2+Co
7(3d )

S=3/2

3+Co
6(3d )

S=0

M

AFM

MO
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Figure 1.1: Schematic diagram of the atomic orbitals involved in AFM or-
dering via superexchange. Two dx2−y2 orbitals – typically involved in the bonding
of 3d transitional metals (M) – are shown. They overlap with the 2p bonding orbital
of an oxygen atom (O). Possible spin configurations of the electrons involved in the
M-O-M bond are shown below the orbitals. An AFM arrangement of electrons in the
M orbitals allows the O electrons to hop to either M orbital and is, thus, energetically
favourable. In contrast, a FM ordering of the M spins only allows a single O electron
to hop. The second hopping process is forbidden by the Pauli exclusion principle.

superexchange typically gives rise to AFM order, although there are situations where

it can favour ferromagnetism.

The Goodenough-Kanamori-Anderson (GKA) rules provide a phenomenological

model to predict the strength and sign of the superexchange interaction J based on

the details of the orbital overlap and bonding angle. Full details of the GKA rules

can be found elsewhere [2, 3] but at the simplest level there exist two basic cases:

(i) Strong AFM exchange is favoured by an M–O–M system when there is reason-

ably large overlap between all orbitals and the two metal ions are separated

by a bond angle of 180◦.

(ii) Weak FM exchange is favoured when the M–O–M bond angle approaches 90◦

and there is little orbital overlap.

There exist many materials with bond angles lying between the extremes of 90◦ and
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180◦. For these cases, the GKA rules provide a indication to the most likely strength

and sign of the superexchange interaction, depending on the relative proximity of

a material’s bonding to either extreme scenario.

1.2.4 Higher Order Exchange

Superexchange is formally a second-order process as it involves an intermediate

atom. Therefore, it is treated using second-order perturbation theory. Higher order

terms also exist, such as the fourth-order biquadratic exchange with the form K(Si ·

Sj)
2. This and other higher-order terms are much weaker than the second-order

superexchange interaction. Therefore, they do not play as significant a role in most

magnetic materials, although they can be important in frustrated systems, when

Heisenberg coupling terms cancel.

1.2.5 Anisotropy and Magnetic Ordering

The superexchange interaction is able to explain the orientation of spins with respect

to each other, in many magnetic materials. However, the isotropic form of the

Heisenberg Hamiltonian in Eq. 1.11, does not differentiate the possible directions of

collinear spins with respect to the crystal structure. Instead, the easy spin direction

is determined by the spin-orbit coupling and the crystal field from the surrounding

atoms which determines the energies and degeneracies of the electronic orbitals.

These give rise to anisotropic effects in all real materials.

When there is little or no spin-orbit coupling and a system is described with a

spin-only model, anisotropies can be introduced through a single or two ion pro-

cess. A single ion anisotropy describes an energetically favoured direction for each

individual spin in the system. This can be included in the Hamiltonian using terms

such as −D(Szi )2, where Szi is the component of the ith spin parallel to the easy axis.

Two-ion anisotropy terms depend on the details of the bonding within a material,

which may favour stronger exchange between one spin component over the others.
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Figure 1.2: Representation of a propagating spin wave in a FM chain. Spins
precess around their easy axis. Neighbouring spins are correlated due to the exchange
interactions. Hence, the precession propagates as a wave along the FM chain.

In this case, an anisotropic form of the Heisenberg Hamiltonian must be used to

replicate the behaviour. The scalar exchange interaction Jij becomes a vector quan-

tity Jij = (Jxij , J
y
ij , J

z
ij) and so energetically favours the alignment of spins parallel

to a specific direction.

1.3 Magnetic Excitations

In any ordered system, thermal fluctuations allow for excitations away from the

ground state [1]. In the case of a magnetically ordered material, such excitations

are most commonly spin waves. A spin wave is a correlated fluctuation of the

magnetisation away from its average. It is quantised by the magnon and described

by a dispersion relation, analogous to lattice excitations quantised by phonons.

Figure 1.2 provides a visual representation of a spin wave propagating in a FM

chain.

1.3.1 Linear Spin Wave Theory

The dispersion of a magnon in a particular system depends on the interactions

between spins in that system. Therefore, the spin wave dispersion can be approx-

imately calculated using an appropriate expression of the system’s Hamiltonian.

Linear spin wave theory outlines the process of diagonalising the Hamiltonian to
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find the energy eigenvectors describing the dispersion. Below, I shall introduce this

theory using the example of isotropic exchange in an antiferromagnet on a square

lattice [2].

Figure 1.3(a) shows the ground state AFM order. The system is described by

the magnetic unit cell (shaded in grey) and only the nearest neighbour exchange

interaction J is considered. This system can be adequately described by the Heisen-

berg Hamiltonian introduced in Eq. 1.11. The AFM order can be considered to

comprise two inter-penetrating sublattices A and B, with opposite FM ordering.

Fluctuations of the spins can be easily introduced by expressing the spin operators

S = (Sx, Sy, Sz) in terms of raising and lowering operators S± = Sx ± iSy. In this

definition, z is parallel to the spin easy direction, while x and y are perpendicular

to z and form a set of Cartesian coordinates. The raising (lowering) operators have

the effect of increasing (decreasing) the z component of spin by one.

A Holstein-Primakoff (HP) transformation is made between these spin operator

and bosonic creation and annihilation operators. This transformation is defined for

spins on sublattice A as

S+
A =

√
2Sa, S−A =

√
2Sa†, and SzA = S − a†a. (1.12)

Similarly, spins oppositely aligned on the B sublattice are transformed as

S+
B =

√
2Sb†, S−B =

√
2Sb, and SzB = −S + b†b. (1.13)

The HP transformation assumes that fluctuating spins behave as simple harmonic

oscillators. Using Eqs. 1.12 and 1.13, the Heisenberg Hamiltonian can be expressed

as

H = −4NS2J +
SJ

2

∑

〈i,j〉
(a†iai + b†jbj + a†ib

†
j + aibj). (1.14)

To find the dispersion of a spin wave, the Hamiltonian must be defined in terms of
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wave vector q. This is done using the Fourier transforms

ai =
1√
N

∑

q

eiq·riaq, and a†i =
1√
N

∑

q

e−iq·ria†q, (1.15)

where ri is the real space position of the ith spin and N is the total number of spins

contained within the magnetic unit cell. Transforming Eq. 1.14 gives

H = −4NJS2 +
∑

q

2JS[2(a†qaq + b†qbq) + γ(q)(aqb−q + a†qb
†
−q)], (1.16)

where

γ(q) = cos(q · a) + cos(q · b). (1.17)

In this expression, a and b are the 2D lattice vectors defined in Figure 1.3(a). Using

the Bogoliubov transformation for bosons, Eq. 1.16 can be diagonalised to find the

energy of the magnon excitation as a function of wave vector. This is the dispersion

relation and has the form

E(q) = ~ω(q) = 4SJ

√
1− 1

4
γ(q)2. (1.18)

The dispersion is plotted in Figure 1.3(b) and is characterised by a cone-like mode

emerging from the AFM Bragg position at q = (1/2, 1/2) and dispersing up to

a maximum energy of 4JS at the Brillouin zone (BZ) boundary. The maximum

energy corresponds to the energy cost associated with the complete reversal of a

spin in the square lattice (where each nearest neighbour interaction contributes JS

to the total energy).

Linear spin wave theory, outlined above, is a semi-classical treatment of magnetic

excitations. The assumption that spins behave as simple harmonic oscillators is

most appropriate for large spins (S � 1/2), but it has been shown to give a good

description for long-range ordered spins approaching the quantum limit. However,

the magnetic excitation spectra of materials with S = 1/2 also exhibit behaviour
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Figure 1.3: Schematic diagram of a simple AFM on a square lattice. (a)
AFM order on a square lattice. Two spins are contained within the magnetic unit
cell (grey area). The nearest-neighbour exchange interaction J is labelled (red line).
(b) The spin wave dispersion for an isotropic Heisenberg antiferromagnet on the square
lattice shown in (a). The intensity of the mode is wave vector dependent and is denoted
by the colour scale.

not described by LSWT, such as scattering continua and quantum renormalisation

effects. Such excitations are best introduced through the canonical example of a

quantum spin system, the S = 1/2 Heisenberg AFM chain, discussed in the next

section.

1.3.2 The S = 1/2 Heisenberg AFM Chain

Figure 1.4 shows a representative excitation process in an S = 1/2 AFM chain.

The ground state AFM order is depicted in Figure 1.4(a). Figure 1.4(b) shows an

S = 1 excitation (analogous to a magnon) which corresponds to the reversal of a

single spin in the chain. The flipped spin is effectively a distinct AFM domain in

the system. The energy cost associated with a spin flip in this 1D case is J , where

J/2 is associated with each of the nearest neighbour exchange interactions at the

domain walls. There is no additional energetic cost associated with the propagation
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(c)

(b)

(a)

Figure 1.4: Spin excitations in an S = 1/2 AFM chain. (a) The ground state
magnetic order of the AFM chain. (b) A S = 1 magnetic excitation (such as that
created in a neutron scattering experiment) acts to reverse a spin in the AFM chain.
This single reversed spin effectively forms a second AFM domain within the chain,
indicated by the red shaded area. (c) The domain walls are able to propagate along
the chain with no added energy cost. Each domain wall carries a spin of S = 1/2 and
is quantised as a spinon excitation.

of this new domain as there remain only two domain walls – Figure 1.4(c). There-

fore, the initial magnon excitation decays into two decoupled S = 1/2 excitations

corresponding to the domain walls. These excitations are called spinons [4].

An S = 1/2 AFM chain is a case where the Heisenberg Hamiltonian can be

solved exactly. The solution for the ground state is known as the Bethe ansatz [5]

and the excitations are described by the des Cloizeaux-Pearson dispersion [6]. For

a single spinon, this has the form

E(q) =
πJ

2
| sin(2πq)|, for 0 < q < π. (1.19)

This is illustrated in Figure 1.5(a). A continuum of scattering is observed when

measuring the magnetic excitation spectrum of S = 1/2 chains because spinons are
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Figure 1.5: Spinon dispersion and the two-spinon continuum. (a) The des
Cloizeaux-Pearson dispersion relation for a single spinon. (b) The 2-spinon continuum
of scattering. The continuum arises as spinons are created in pairs. Therefore, the sum
of any two positions on the single spinon dispersion lies within this continuum. This
is illustrated for two points on the dispersion in (a) and shown by black markers. The
sum of the two vector positions is shown by the black marker in (b) and lies within the
continuum. Figure adapted from Ref. [7].

created in pairs. Two individual spinon excitations are shown at different points

on the dispersion in Figure 1.5(a). When an S = 1 scattering process creates

these spinons simultaneously, the measured spectrum reveals the sum of the two

– shown in Figure 1.5(b). All possible two-particle scattering processes consistent

with Eq. 1.19 define the grey continuum shown in Figure 1.5(b), with sharp upper

and lower boundaries.

1.4 Materials of Note

The concepts outlined in the previous sections have been used to successfully de-

scribe magnetic order and excitations in numerous correlated electron systems.

These include materials similar to those studied in this thesis. Two broad classes

of materials are introduced below, namely the cuprate unconventional supercon-
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ductors and multiferroics. The experimental investigations presented in subsequent

chapters were motivated by a desire to better understand both classes.

1.4.1 The Cuprate Superconductors

Superconductivity was first observed in elemental Hg below the critical temperature

TC = 4.2 K in 1911 by Onnes [8]. It is a state of matter characterised by various

unusual behaviours, most notably an infinite electrical conductivity and the com-

plete expulsion of a magnetic field from a sample’s interior (otherwise known as

the Meissner effect) [9]. It was not until 1957 that a theory for superconductivity

was successfully derived. This was proposed by Bardeen, Cooper and Schrieffer,

and is commonly referred to as BCS theory [10]. It describes the means by which

electrons with opposite wave vectors form pairs (so-called ‘Cooper pairs’) via a

phonon-mediated attractive interaction when they exist close to the Fermi surface

[9]. Cooper pairs share many of the same attributes as bosons, and are able to

condense into a ground state. This ground state is separated from the Fermi sur-

face by a small energy gap. As Cooper pairs have zero net wave vector (hence, an

infinite de Broglie wavelength) and the pair-forming electrons are separated from

other states by the gap, only scattering which destroys the Cooper pair is possible.

At low temperatures a system does not have sufficient energy to break apart the

Cooper pairs, and an infinite conductivity arises from their unimpeded motion.

This conventional picture of superconductivity has been hugely successful in ex-

plaining the behaviour of superconducting elements and simple compounds. How-

ever, there exist various unconventional superconductors that cannot be understood

in the context of BCS theory. The most lauded of these unconventional supercon-

ductors are the cuprates. This family of materials was found to superconduct below

approximately 30 K in 1986 by Bednorz and Müller [11]. Cuprates currently hold

the record for the highest superconducting temperature TC ≈ 134 K at atmospheric

pressure [12] and TC ≈ 160 K at higher pressures [13] in Hg-doped samples.
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Figure 1.6: Generalised phase diagram of the cuprate unconventional su-
perconductors. The different phases are defined in terms of temperature and hole
doping. The phases are labelled. Tc denotes the critical temperature of the supercon-
ducting (SC) phase. T ∗ denotes the transition temperature of the pseudo-gap phase
and is suspected to extend down to a quantum critical point (QCP) at T = 0. Figure
adapted from Ref. [14].

Cuprates come in various compositions. Common to all varieties are Cu-O

planes, which are stacked to form a perovskite crystal structure. One or more

cations separate these planes in the stacked structure. Chemical substitutions of

the cations separating the layers can introduce additional holes. Therefore, Cu

ions exist in mixed valence states. Through this process the system is doped. A

superconducting phase exists at low temperatures in the cuprates across a specific

doping range. A generalised phase diagram of the cuprates is shown in Figure 1.6.

This diagram also features various other phases in addition to superconductivity

[15, 16]. In the parent undoped compound and at low dopings, the cuprates are

insulating antiferromagnets [16]. Between this phase and superconductivity, spin

glass behaviour has been reported at low temperatures. The mixture of Cu valence

states in the doped cuprates also leads to charge ordering phenomena driven by

strong electronic correlations. Specifically, in some single-layer cuprates there exist

quasi-one-dimensional charge correlations, creating charge and magnetically ordered
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stripes at certain doping levels [15]. In contrast, different incommensurate charge

correlations have been observed in some bilayer cuprates [17].

Where magnetism is known to destroy Cooper pairs in conventional supercon-

ductivity, it is crucial to the pairing interaction in the cuprates (in place of the

conventional phonon) [18, 19]. Although magnetic interactions are recognised as

important, the mechanism through which they can form Cooper pairs remains un-

known. Emergent phenomena in condensed matter physics are often understood

as fluctuations of the background order. Therefore, to reveal the mechanism be-

hind unconventional superconductivity, there is an ongoing effort to understand the

various correlated behaviours observed across the phase diagram of the cuprates.

1.4.2 Multiferroic Materials

Multiferroics are materials that have two or more coexisting ferroic orders. These

orders include ferromagnetism, ferroelectricity, ferroelasticity and ferrotoroidicity.

This definition is often relaxed to include the related antiferro- orders (eg. the

antiparallel alignment of magnetic moments observed in antiferromagnetic order)

[20]. Multiferroics with coexisting magnetic order and ferroelectric polarisation

are of particular interest because of the potential technological implications for

data storage and processing. Recent multiferroics research has principally focused

on such materials and two distinct classes of multiferroics have been identified.

Proper (or Type-I) multiferroics, exhibit coexisting orders that arise from distinct

mechansims [21]. A prototypical example of this class is BiFeO3, a multiferroic that

exhibits a large ferroelectric polarisation and antiferromagnetic order [22]. In this

case, the magnetic ordering arises from the collective behaviour of the Fe3+ ions,

whereas the polarisation is due to the ordering of the Bi ion’s lone pair (formed by

the 6s orbital electrons).

The separate origin for the magnetism and polarisation in proper multiferroics

is not surprising as magnetism arises in many transition metal ions due to half
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filled d electron shells; while a polarisation is typically produced when d shells are

empty [21]. Such conflicting origins indicate that multiferroicity is unlikely to arise

from a common source. However, such materials do exist and are called improper

(or Type-II) multiferroics. In these cases, a polarisation can spontaneously arise

in certain incommensurate magnetic orders. Specifically, helicoidal magnetic order

where the rotation axis R (perpendicular to the plane in which spins are rotated

in the spiral) and the spiral propagation vector κ are not parallel. This breaks

inversion symmetry and allows for a polarisation P in the direction parallel to

R × κ. These conditions are found in cycloidal magnetic structures which often

exhibit improper multiferroicity [21, 23].

The shared origin of magnetism and polarisation in improper multiferroics strongly

couples the two orders. There are various mechansims proposed to give rise to

this magnetoelectric coupling. A likely candidate in many materials, is the weak

Dyaloshinskii-Moriya (DM) interaction [24, 25]. This is a non-linear exchange in-

teraction of the form D · (Si × Sj). With a better understanding of observed

magnetoelectric coupling, it is hoped that a strongly-coupled multiferroic can be

found at room temperatures. To this end, research has focussed on identifying

and modelling experimental signatures of the magnetoelectric coupling. A mate-

rial’s magnetic excitation spectrum offers the perfect experimental test bed for such

studies.

1.5 Work Presented in this Thesis

This thesis deals with three different materials La1.75Sr0.25CoO4, CuO, and LuFe2O4.

To understand each I have employed a common methodology: experimentally mea-

suring the magnetic excitation spectrum and simulating the results with a model of

the dominant exchange interactions. Inelastic neutron scattering (INS) is used to

measure the excitation spectrum in the materials. Chapter 2 describes the theory

behind INS as a technique and introduces the experimental procedures used to col-



1.5 Work Presented in this Thesis 19

lect all the measured data. Chapter 3 describes the study of La1.75Sr0.25CoO4. A

broad hour-glass magnetic spectrum is measured in this system similar to spectra

measured in some cuprates. Its spectrum is successfully reproduced by modelling

the ground state Co-O plane as a disordered cluster spin glass. Chapter 4 introduces

the comprehensive measurements of the high energy 1D and low energy 3D magnetic

spectrum of the high temperature multiferroic CuO. Existing models describing the

dominant interactions using a Heisenberg Hamiltonian are tested against the data

and are shown to fail. A new phenomenological model is introduced which suc-

cessfully describes the measured dispersion. Chapter 5 documents measurements

of the excitation spectrum of LuFe2O4. A spin wave model is successfully used

to describe the measured dispersion comprised of six modes and its implications

on the debate over the specific charge ordering in LuFe2O4 are discussed. Finally,

Chapter 6 concludes this thesis and suggests possible future work.
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Experimental Techniques
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2.1 Introduction

Neutron scattering is a central experimental technique in the study of condensed

matter physics. The neutron, initially discovered in 1932 by James Chadwick [26],
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was shown to diffract from crystalline matter in 1936 by the separate groups of

von Halban and Preiswerk [27], and Mitchell and Powers [28]. Their experiments

demonstrated that thermal neutrons have a de Broglie wavelength similar to inter-

atomic distances (in the order of angstroms) and so the neutron is an ideal probe

for determining the structure of solids. Additionally, thermal neutrons have ener-

gies of a similar magnitude to the quanta of excitations found in condensed matter

(such as phonons and magnons). This allows excitations created through inelas-

tic neutron scattering (INS) to be measured with high resolution, as any relative

change in neutron energy is comparatively large with respect to the total energy (ie.

∆E/E 6≈ 0). This was first shown by Brockhouse and Stewart in 1955 by measuring

phonon excitations in aluminium [29]. Neutron scattering remains complementary

to other scattering techniques because neutrons are a very weakly interacting probe

and so penetrate and scatter from the bulk of a sample. Additionally, the neutron

possesses a small magnetic moment. A weakly interacting moment allows the neu-

tron to scatter from a sample’s magnetisation in a simple and easily-quantifiable

way. This is in contrast to other scattering probes, such as X-rays, which must typ-

ically exploit resonance enhancement to probe magnetic order and dynamics [30].

Furthermore, the orientation of the neutron’s magnetic moment (or polarisation)

leads to scattering by different mechanisms but only from certain components of

a sample’s magnetisation. Neutron scattering with polarisation analysis was first

performed by Moon, et al in 1969 [31]. They showed that different scattering com-

ponents can be separated when the change in neutron polarisation is measured. This

opened the door for detailed studies of a sample’s magnetic order and excitation

spectrum previously shrouded by stronger features.

The research presented in this thesis is centred around using INS to measure

magnetic excitation spectra and describing the results with a physical model. To do

this, various aspects of the neutron’s interaction with matter must be understood;

diffraction and spectroscopic techniques must be utilised; and the required single
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crystal samples must be extensively characterised and quality-checked. This chapter

outlines the basic theory required to interpret the results I shall present throughout

the thesis. Additionally, it reviews the different experimental techniques employed

to collect the data.

2.2 Neutron Scattering Theory

One of the strengths of neutron scattering is that the neutron-matter interaction

is relatively simple and can be very accurately quantified theoretically. This is a

great benefit when testing a theoretical model against experimental data. In this

section I shall outline the key theoretical results that will be used in the thesis.

There are several textbooks which present a more comprehensive treatment of the

theory, including derivations of many of the results quoted here, such as Refs. [32]

and [33].

2.2.1 Basic Scattering Concepts

To understand how neutrons interact with a given system, the changes a neutron

undergoes during a scattering process must be defined. In doing this, I shall define

what is measured in a given experiment.

Consider a neutron with wave vector ki incident on a sample. Through some

interaction with the sample matter, the neutron is scattered in a direction specified

by the wave vector kf . Through the conservation of momentum and energy, it can

be stated that

Q = ki − kf (2.1)

E = Ei − Ef =
~2

2m
(|ki|2 − |kf |2). (2.2)

This defines the scattering vector Q and the energy transfer E. These are the wave

vector and energy that have been imparted to the sample through the scattering
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Figure 2.1: Schematic diagram of the basic scattering geometry. Neutrons
incident on a sample are described by an incident wave vector ki. The neutrons scat-
tered from the sample are similarly described by a final wave vector kf which is at
an angle φ (the scattering angle) to ki. This defines the scattering vector Q through
Eq. 2.1. dΩ defines the solid angle subtended by the detector in a given scattering
direction.

process. Elastic scattering refers to the situation where there is no energy transfer

and so |ki| = |kf |. Conversely, inelastic scattering refers to the case of a non-

zero energy transfer and so an excitation has been created or destroyed within the

sample. Figure 2.1 depicts this scattering geometry.

In order to quantify the number of scattered neutrons defined by a specific Q

and E, first the total number of neutrons scattered by a system must be considered.

This is done by defining the sample’s cross-section which can be stated as

σ =
(total number of neutrons scattered per second)

Φ0
. (2.3)

Here, Φ0 is the incident flux of neutrons and so has dimensions of [area−1 time−1].

Therefore, the cross-section σ has units of area and can be considered the effective

area presented by the sample to the neutrons during scattering. As Eq. 2.3 specifies

the total number of scattered neutrons in all directions, the differential cross-section
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must be introduced to define the scattering in a particular direction,

dσ

dΩ
=

(
number of neutrons scattered per second into
the small solid angle dΩ in a given direction

)

Φ0
. (2.4)

dΩ defines a small solid angle (also shown in Figure 2.1) which represents the

finite size of the detector used to experimentally measure the scattered neutrons.

While the differential cross-section is an adequate description of elastic scattering

in diffraction experiments, a further generalisation is required to describe inelastic

scattering. The scattered neutron energy needs to be specified, and the partial

differential cross-section is defined as

d2σ

dΩdE
=

(
number of neutrons scattered per second into
the small solid angle dΩ in a given direction
with a final energy between Ef and Ef + dE

)

Φ0
. (2.5)

This quantity is what is measured in a general neutron scattering experiment with

energy analysis. To calculate the partial differential cross-section from a model of

the scattering system we can apply the Born approximation.1 This assumes that

the scattered neutrons behave as spherical waves. The approximation is valid for

neutron scattering as the interaction between neutrons and matter is very weak.

Through this treatment, the partial differential cross-section for one particular

change of state can be expressed in terms of the neutron-matter interaction po-

tential V (r), through the equation

d2σ

dΩdE

∣∣∣∣
λi,σi→λf ,σf

=
kf

ki

( m

2π~2

)
|〈λfσf |V (Q)|λiσi〉|2δ(Ei − Ef − E). (2.6)

In this expression, λi and λf denote the initial and final states of the scattering

system with which the neutron interacts. Similarly, σi and σf denote the neutron’s

initial and final spin states. δ(Ei−Ef−E) is the Dirac delta function and introduces

the conservation of energy (Eq. 2.2) into the expression. m is the mass of the neutron

1More commonly known as ‘Fermi’s Golden Rule’ when not taken in the context of scattering.
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and ~ is the reduced Planck constant. V (Q) is the the Fourier transform of the

real-space interaction potential defined by

V (Q) =

∫ ∞

−∞
V (r)eiQ.rdr. (2.7)

The vector r is a general position of the neutron relative to the atom or ion from

which it scatters.

As an experiment does not probe a single transition, but rather the sum of all

transitions in a system, the initial state of the system must be averaged and all

final states must be summed. In doing this, the general expression of the partial

differential cross-section is obtained:

d2σ

dΩdE
=
kf

ki

( m

2π~2

)∑

σi,σf
λi,λf

pσipλi |〈λfσf |V (Q)|λiσi〉|2δ(Ei − Ef − E), (2.8)

where pλi and pσi are the probabilities of the system and neutron being in the initial

states λi and σi respectively.

It becomes apparent from this expression that the task of calculating the in-

tensity measured in a particular experiment becomes a problem of evaluating the

matrix elements 〈λfσf |V (Q)|λiσi〉. Hence, the states of a system must be under-

stood and the neutron-sample interaction must be known. The following sections

will define the nuclear and magnetic interaction potentials experienced by the neu-

tron. Elastic and inelastic neutron scattering cross-sections will be presented. First,

I shall only consider the system’s change of state (λi → λf) before introducing the

particular case of polarised neutron scattering, where transitions between neutron

spin states are also differentiated.

2.2.2 Nuclear Scattering

Neutrons scatter from atoms by interacting with their nuclei through the strong

force. The strong force is very short range and so any expression of the interaction



2.2 Neutron Scattering Theory 26

potential (introduced in Eq. 2.7) must reflect this. An expression known as the

Fermi pseudopotential is used to describe this interaction, which has the form

VN(r) =
2π~2

m

∑

j

bjδ(r − rj), (2.9)

where bj is the scattering length of the jth nucleus and rj is the position of that

nucleus. Scattering lengths have been experimentally measured and are tabulated

in Ref. [34]. When this interaction is considered across a system of nuclei (as found

in a crystal structure) interference effects arise from the spatial correlation between

nuclei. This is the origin of the nuclear Bragg peaks measured in neutron diffraction

experiments and is called coherent scattering. Similarly, correlations also arise be-

tween the position of an individual nucleus at different times. This leads to incoher-

ent scattering, and manifests itself as a constant scattering background. Therefore,

the partial differential cross-section can be separated into two components

d2σ

dΩdE
=
( d2σ

dΩdE

)
coh.

+
( d2σ

dΩdE

)
incoh.

(2.10)

As the coherent scattering is due to the correlated behaviour of the whole system,

I shall only be considering it in the remaining theory and the subsequent analysis

of neutron data in other chapters. At low temperatures, incoherent scattering is

purely elastic and can be accommodated by subtracting a constant background from

a measured diffraction pattern.

By substituting the Fourier transform of Eq. 2.9 into Eq. 2.8, in addition to

considering only zero energy transfer scattering, the general expression for coherent

elastic nuclear scattering is found

( d2σ

dΩdE

)
coh.
elas.

= N
(2π)3

V0

∑

G

δ(Q−G)|FN(Q)|2δ(E). (2.11)

In this expression, the Bragg law is included in the form δ(Q−G), where G is the
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reciprocal lattice wave vector; N is the number of unit cells in the measured crystal;

V0 is the volume of one unit cell; and FN(Q) is the nuclear structure factor, which

can be expressed as

FN(Q) =
∑

j

bje
iQ.rje−Wj . (2.12)

The exponent Wj is the Debye-Waller factor and has the effect of attenuating the

scattering intensity due to the random thermal motion of atoms in a crystal. For

a cubic crystal it has the form Wj = 1
3Q

2〈u2
j 〉, where uj is the displacement of

atom j from its equilibrium position, rj . The atomic displacements are due to

thermal fluctuations in the crystal and hence 〈u2
j 〉 becomes negligibly small as the

temperature of the crystal tends to zero. As all of the measurements in this thesis

are performed at cryogenic temperatures the effect of the Debye-Waller factor is

negligible and so will not be considered in my analysis.

The general form of the partial differential cross-section in Eq. 2.8 also allows

the neutron to inelastically scatter from a nuclei. This process creates or destroys

a lattice excitation, the quantum of which is the phonon. This thesis is princi-

pally concerned with the magnetic equivalent of phonon scattering, which will be

introduced in Section 2.2.3. However, phonon scattering often contributes to the

background intensity measured in an INS experiment. This intensity occurs as a re-

sult of the direct measurement of the phonon spectrum or through indirect multiple

scattering processes. An example of multiple scattering is incoherently scattered

neutrons undergoing a second scattering process with a phonon. Inelastic back-

ground intensities are modelled in a variety of ways so as to separate them from the

relevant spectral features.

2.2.3 Magnetic Scattering

An intrinsic property of the neutron is that it has a small magnetic moment (∼

0.001µB). This distinguishes neutron scattering over other scattering techniques

using different probes (such as X-rays) as the neutron is able to interact directly
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with an atom’s magnetic moment via the Zeeman interaction – see Eq. 2.15 below.

In this section, I shall outline the principal mechanism of magnetic scattering, the

dipole interaction between the neutron and an atom’s unpaired electrons.2

The magnetic dipole moment of the neutron can be defined as

µn = −γµNσ, (2.13)

where µN = e~/2mp is the nuclear magneton and σ is the Pauli spin operator with

eigenvalues ±1. γ = 1.913 is the gyromagnetic ratio of the neutron. In a scattering

process, this moment will interact with the magnetic field created by unpaired

electrons orbiting the atom. This field can be expressed in terms of components

arising due to the spin and orbital angular momentum (BS and BL respectively)

as follows:

B(r) = BS(r) +BL(r) =
µ0

4π

[
∇×

(µe × r̂
r2

)
− 2µB

~
ρ× r̂
r2

]
. (2.14)

In this equation µ0 is the permeability of free space; µe = −2µBs is the magnetic

dipole moment of the electron (where s is the electron’s spin angular momentum

operator); r is the vector specifying a position relative to the electron; p is the

momentum of the electron; and µB = e~/2me is the Bohr magneton. The interaction

between the neutron and this magnetic field can, therefore, be defined as the dot

product of Eqs. 2.13 and 2.14

VM(r) = −µn ·B(r). (2.15)

Using Maxwell’s equations to introduce the magnetisation M in place of B and the

definition of the Fourier transform presented in Eq. 2.7, the interaction potential

2The neutron also interacts with the atom’s nuclear moment but this is an even weaker inter-
action and is outside the scope of this thesis.
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can be expressed as a function of wave vector

VM(Q) = µ0µn ·M⊥(Q), (2.16)

where M⊥(Q) is the component of M(Q) (the Fourier transform of the real-space

magnetisation) perpendicular to Q and can be expressed as

M⊥(Q) = Q̂× (M(Q)× Q̂). (2.17)

This quirk, that the neutron is only sensitive to the component of magnetisation

perpendicular to the scattering vector, is rooted in how the expression of the mag-

netic field (Eq. 2.14) behaves under Fourier transformation. Finally, substitution

of Eq. 2.16 into Eq. 2.8 leads to the general expression of the partial differential

cross-section for magnetic scattering

d2σ

dΩdE
=
kf

ki

( γr0

2µB

)∑

λi,λf

pλi |〈λf |M⊥(Q)|λi〉|2δ(Ei − Ef − E). (2.18)

M(Q) in the Dipole Approximation

The general expression for M(Q) is very complicated. However, in most practical

applications the dipole approximation is valid and can be used to simplify the ex-

pression for M(Q). The approximation assumes that the scattering vector is much

smaller than the inverse radius of the orbital wavefunction (|Q| < r−1
orb). Further-

more, in the 3d transition metal oxides the orbital angular momentum is typically

quenched such that L = 0. Hence, the magnetisation is defined by the good quan-

tum number S describing the spin. Any small orbital contribution to the moments

arising from spin-orbit coupling can be accommodated by using an effective g-factor.

Therefore,

M(Q) ≈ −gµBf(Q)S = µf(Q), (2.19)
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where µ is the ion’s magnetic moment and g ≈ 2 for a spin-only system. f(Q) is the

magnetic form factor and is defined as the Fourier transform of the magnetisation

distribution of an ion, such that

µf(Q) = µ

∫
m(r)eiQ·rdr, (2.20)

where m(r) is the normalised density of unpaired electrons. In the dipole approx-

imation for spin only scattering, the magnetic form factor can be described by an

integral expression containing the zeroth order Bessel function:

f(Q) = 〈j0(Q)〉. (2.21)

This can, in turn, be parameterised by a sum of exponential terms of the form

〈j0(Q)〉 = Ae−as
2

+Be−bs
2

+ Ce−cs
2

+D, (2.22)

where s = |Q|/4π, and the other coefficients have been experimentally measured.

The values for the magnetic ions have been tabulated in Chapter 2 of Ref. [35] and

online [36].

Elastic Magnetic Scattering

Elastic magnetic scattering measures the Fourier transform of the static magnetic

ordering within a crystal. Hence, magnetic Bragg peaks are measured, directly

analogous to the structural Bragg peaks arising due to nuclear elastic scattering.

To understand these peaks, the magnetic unit cell defined in real space must be

considered in place of the crystallographic unit cell. In many cases these units cells

are the same (such as in a ferromagnet), however, the antiferromagnetic materi-

als studied in this thesis all require a larger unit cell to describe their magnetic

structure.

Using the expressions presented in Eqs. 2.18 and 2.19, the partial differential
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cross-section describing the elastic magnetic scattering is found to be

( d2σ

dΩdE

)
coh.
elas.

=
( γr0

2µB

)2
|M⊥(Q)|2δ(E) (2.23)

= (γr0)2N
(2π)3

V0

∑

G

δ(Q−GM)
∑

α,β

(δα,β − Q̂αQ̂β)Fα∗M (Q)F βM(Q)δ(E).

(2.24)

In Eq. 2.24, the neutron’s sensitivity to the components of M(Q) perpendicular to

Q is introduced through the orientation factor (δα,β−Q̂αQ̂β). δα,β is the Kronecker

delta function and Q̂{α,β} are the components of the unit vector parallel to Q. The

components are defined in cartesian coordinates such that {α, β} = {x, y, z}. The

Bragg law is now satisfied when the scattering vector corresponds to a magnetic

reciprocal lattice vector, GM. Finally, FαM(Q) is the α-component of the magnetic

structure factor defined as

FM(Q) =
∑

j

fj(Q)µje
iQ.rje−Wj , (2.25)

where fj(Q) is the form factor (defined in Eq. 2.20) and µj is the moment (defined

in Eq. 2.19) of the jth ion. rj is the position of the ion within the magnetic unit

cell and e−Wj is the Debye-Waller factor introduced in Section 2.2.2.

Considering Eqs. 2.24 and 2.25, the intensity of neutrons scattered via a mag-

netic interaction will be scaled by the square of the form factor. This has been

plotted for Co2+ and Cu2+ ions (as outlined in Eqs. 2.21 and 2.22) in Figure 2.2.

Inelastic Magnetic Scattering

The majority of the work in this thesis aims to measure magnetic excitations in

condensed matter systems so as to better understand the microscopic magnetic

interactions. The expression for magnetic elastic scattering presented in Eq. 2.24

must be extended to describe inelastic scattering. In the dipole approximation, the



2.2 Neutron Scattering Theory 32

0 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

| Q | (Å
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Figure 2.2: Q dependence of the approximate spin-only, squared magnetic
form factors of Co2+ and Cu2+. The values of |Q| for several of the measured
magnetic Brillouin zone centres in CuO and La1.75Sr0.25CoO4 are depicted.

partial differential cross-section is defined as

d2σ

dΩdE
=
kf

ki

(γr0

2

)2
µ2
Bg

2f2(Q)
∑

α,β

(δα,β − Q̂αQ̂β)Sαβ(Q, E). (2.26)

In this expression the g-factor and form factor are still present, as introduced in

Eq. 2.19. However, in place of the magnetic moment µ, the scattering function3

Sαβ(Q, E) is introduced. This describes the correlations between the different com-

ponents of the magnetisation M(Q) and, through the approximation in Eq. 2.19,

is defined in terms of the spin operator S

Sαβ(Q, E) =
∑

λi,λf

〈λi|Sα∗(Q)|λf〉〈λf |Sβ(Q)|λi〉δ(Ei − Ef − E), (2.27)

where S{α,β}(Q) are the components of S(Q) in cartesian coordinates, {α, β} =

{x, y, z}.
3Alternatively called the ‘response function’ in some references.
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It is convenient to express the partial differential cross-section in this way as

the physical description of the correlations are contained within the expression of

Sαβ(Q, E). Experimental coefficients and factors relating to the specific neutron

scattering process are separated from this in Eq. 2.26. This form is especially useful

in comparing the measured scattering intensity to theoretical work, as I will do

throughout this thesis.

Theoretical studies typically investigate the generalised susceptibility which is

related to the magnetisation, M = χH, and defined as complex, χ(Q, E) =

χ′(Q, E)−iχ′′(Q, E). The imaginary part of the generalised susceptibility is related

to the scattering function by the fluctuation-dissipation theorem,

Sαβ(Q, E) =
1

π
[1 + n(E)]χ′′(Q, E). (2.28)

Here, n(E) = (eE/kBT − 1)−1 is the Bose-Einstein population factor. This relation

is advantageous as the susceptibility can be readily calculated from a given Hamil-

tonian, whereas calculating the magnetisation (or the spin operator, in the case of

Eq. 2.27) can be more difficult.

The form of Eq. 2.27 allows for both neutron energy loss and gain scattering

processes. While these processes are allowed with an equal probability, neutron

energy gain requires the system to initially be in an excited state. Therefore, the

scattering function for energy gain scattering is suppressed by the Boltzmann factor

with respect to energy loss scattering, such that

Sαβ(Q,−E) = exp(−E/kBT )Sαβ(Q, E). (2.29)

This relation is known as the principle of detailed balance. As all the measurements

in this thesis are performed at cryogenic temperatures and the typical energies of

magnetic excitations are in the thermal range, neutron energy gain scattering can

be ignored.
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2.2.4 Polarised Neutron Scattering

As introduced in the general expression for the partial differential cross-section

in Eq. 2.8, the spin state of the neutron also affects its interaction with matter.

Eq. 2.13 shows that the neutron spin has two eigenstates, which I shall denote spin

up and down (represented in Dirac notation as |↑〉 and |↓〉). In an applied magnetic

field, the neutron spin must align parallel or antiparallel to the field. Therefore, the

polarisation of a neutron beam can be expressed in terms of the relative ratios of

these polarisation states

P =
n↑ − n↓
n↑ + n↓

, (2.30)

where n↑ (n↓) is the total number of spin up (down) neutrons in the beam. In

an unpolarised neutron beam, there are equal proportions of each state so the

net polarisation is zero. However, through various experimental techniques, it is

possible to preferentially select one spin state and so create a polarised beam of

neutrons where P = ±1. The polarisation defined above is a scalar, however, it

requires an applied magnetic field (a vector quantity) to create the two allowed

spin states. Therefore, by manipulating the applied field, the direction with which

the polarisation is aligned must also change. I shall refer to this alignment as the

‘polarisation direction’, to distinguish it from the scalar polarisation.4 Typically,

the polarisation direction is defined with respect to the scattering vector (and hence

the instrument geometry).

I shall restrict attention here to experiments where the neutron is at all times

in a magnetic field (before, during, and after scattering), which defines the two

spin states of the neutron. This arrangement is called uniaxial or longitudinal po-

larisation analysis. As there are two neutron spin states, there are four possible

permutations of the interaction matrix elements, 〈σf |V (Q)|σi〉. Hence, two types of

scattering process exist: spin-flip (SF) scattering where the neutron’s spin changes;

4In a full treatment, the beam polarisation is defined as a vector in the absence of a magnetic
field (being related to the ensemble average of the neutron spin vectors). However, this is only
required to understand spherical neutron polarimetry, which is outside of the scope of this thesis.
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and non-spin-flip (NSF) scattering where the neutron’s spin remains the same. In

this section, I shall use the forms of the interaction potential introduced in Sec-

tions 2.2.2 and 2.2.3 to evaluate the spin dependent matrix elements.

First, consider the matrix elements for coherent nuclear scattering. The inter-

action potential is defined by a constant scattering length according to Eq. 2.9.

Therefore, the spin transition matrix elements can be evaluated as

〈σf | b | σi〉 = b〈σf | σi〉 =





b
|↑〉 →|↑〉

|↓〉 →|↓〉





NSF

0
|↑〉 →|↓〉

|↓〉 →|↑〉





SF

(2.31)

This equation shows that for coherent nuclear scattering, only NSF terms are non-

zero (ie. neutrons scattered coherently by nuclei maintain their initial polarisa-

tion). Similarly, the matrix elements for magnetic scattering can be evaluated using

Eq. 2.16, the results being

〈σf | Vm(Q) | σi〉 =





M z
⊥(Q)

−M z
⊥(Q)

|↑〉 →|↑〉

|↓〉 →|↓〉





NSF

Mx
⊥(Q)− iMy

⊥(Q)

Mx
⊥(Q) + iMy

⊥(Q)

|↑〉 →|↓〉

|↓〉 →|↑〉





SF

(2.32)

Here, {x, y, z} denote the orthogonal components of M⊥(Q) with respect to the

neutron polarisation direction defined to be parallel to z.5 Hence, by measuring

the SF and NSF scattering for different neutron polarisations all the components

of M⊥(Q) can be separated.

The results quoted in Eqs. 2.31 and 2.32 highlight the power of polarised neutron

scattering. With the ability to polarise an incident neutron beam; experimentally

5Not to be confused with the x, y, z coordinate system, defined with x ‖ Q, denoting the
polarisation direction of the incident neutron beam in Section 2.3.3
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control the polarisation direction; and differentiate the polarisations of the scat-

tered neutrons the nuclear and magnetic scattering can be separated and all the

components of the magnetisation can be resolved.

2.3 Neutron Instrumentation

There is a wide array of neutron sources and instrumentation across the world.

Each is optimised for a specific experiment and all have strengths and weaknesses.

In this section, I will outline the basic workings of two classes of instrument: the

triple axis spectrometer (TAS) and the direct-geometry chopper spectrometer. The

work in this thesis was mainly performed using the MAPS and MERLIN chopper

spectrometers at the ISIS Spallation Neutron Source, Didcot, UK. Additionally,

some measurements were performed using the IN8 and IN20 TAS at the ILL Neutron

Reactor Source, Grenoble, France. A more comprehensive description of these two

types of spectrometer, and the associated technologies, can be found in Ref. [37].

A more extensive discussion of the TAS can be found in Ref. [38].

2.3.1 Neutron Sources

There are two methods of producing the high flux neutron beams needed for scat-

tering experiments. The first is using a reactor source. This produces neutrons

through a self-sustaining nuclear fission reaction and has a very high, constant flux.

The neutrons are produced with energies in the MeV range. A moderator is used to

reduce the energy of the neutrons to the thermal energies required for the study of

condensed matter systems (typically in the meV range). Moderators are made of a

material with light nuclei (such as water or graphite) and held at a constant temper-

ature. When the neutrons pass through a moderator, they scatter and equilibrate

their energy. This produces neutrons with a Boltzmann distribution of energies

characterised by the temperature of the moderator. A scattering experiment will

then go on to select a specific energy from this distribution for its incident beam.
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The second method uses a spallation source. This involves accelerating a beam

of charged particles (ie. protons) onto a heavy metal target. The ensuing collision

causes neutrons to be ejected from the target nuclei through a spallation reaction.

Like the reactor source, neutrons are produced with very high energies and so a

moderator is used to reduce the energy to the thermal range. Spallation sources have

a lower average neutron flux but have the benefit that the neutrons are produced in

pulses. Having well defined pulses allows the neutron’s ‘time-of-flight’ (TOF) to be

exploited. The TOF is the time taken for a neutron to travel through the instrument

and varies with the neutron’s wave vector. Understanding the time structure of the

neutron pulse and measuring the detection time of the scattered neutrons allows

for a much more efficient use of the flux generated compared to a reactor source.

2.3.2 The Direct-Geometry Chopper Spectrometer

The direct-geometry chopper spectrometer utilises the neutron’s TOF to select an

incident wave vector and distinguish the final wave vectors. For this reason, chopper

spectrometers are typically used at pulsed spallation sources. There are techniques

to allow a reactor source to create neutron pulses but these have not been used for

the work in this thesis and will not be discussed. Therefore, in this section neutrons

emitted from the moderator are considered to be pulsed, and it is with respect to

this pulse that the TOF is defined.

Figure 2.3(a) shows a schematic diagram of a direct-geometry chopper spec-

trometer. In order to create a monochromatic incident beam, the neutrons emitted

from the moderator pass through two choppers. The nimonic chopper is a rotating

disc with a slit cut into it. As it rotates, the spectrometer is only open to the

moderator when the slit is aligned with the beam direction. By setting the phase

and frequency of rotation to coincide with the pulse of neutrons emitted from the

moderator, the nimonic chopper reduces the detected background of high energy

neutrons and gamma rays outside of the pulse. Next, the Fermi chopper is used
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to select a particular incident energy. This chopper is typically a drum of neutron

absorbent material (eg. B) with small slits of neutron transparent material (eg. Al)

running through it. This is rotated in the beam and neutrons can only pass through

the chopper when the slits align with the beam direction. Hence, by setting the

phase of the rotating Fermi chopper with respect to the pulse of neutrons emanating

from the moderator, the intensity pulse can be reduced to a narrow peak centred

around a specific energy. The frequency of the Fermi chopper determines the energy

width of this peak by setting the length of time during which neutrons can pass.

Therefore, a higher frequency of chopper leads to a better defined incident energy;

however, it also reduces the flux incident on the sample. The uncertainty of the

incident energy leads to a finite energy resolution, which shall be discussed in more

detail later in the section. While there are at least two choppers on a chopper spec-

trometer, only the Fermi chopper is adjusted during a typical experiment. For this

reason, the term chopper is commonly used to refer solely to the Fermi chopper, as

I shall do for the remainder of the thesis.

Once the incident energy has been specified, the neutrons go on to scatter from

the sample. A large area detector bank of position sensitive detectors (eg. 3He-

gas tube detectors) record the angular direction and flight time of the scattered

neutrons. By knowing the distance between sample and detector, L3, the speed

and hence the kinetic energy of the neutron can be calculated. This leads to an

expression for the energy transfer in terms of the TOF, t,

E = Ei − Ef = Ei −
mL2

3

2t2
. (2.33)

As the neutron energy is related to the wave vector, as outlined in Eq. 2.2, the scat-

tering vector can be subsequently found. An example of the changing Q measured

by a single detector as TOF increases is shown in Figure 2.3(b). Typically, large

area detector banks are used in chopper spectrometers so as to survey wide areas

of reciprocal space simultaneously.
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Figure 2.3: The direct-geometry chopper spectrometer and TOF scattering
triangle. (a) Schematic diagram of a direct geometry chopper spectrometer. See the
main text for a description of the labelled components and variables. (b) Diagram of the
scattering triangle for a fixed scattering angle, φ. The changing −kf (and subsequent
change in Q) with increasing TOF is shown by the black arrow.

A consequence of using TOF is that, in any single measurement, the component

of Q parallel to the direction of the ki (denoted, Q‖) varies with E because of

the definitions in Eqs. 2.1 and 2.2. Figure 2.4 illustrates the coupling of Q‖ to

the energy transfer for a bank of detectors covering a 20◦ arc of detectors in the

horizontal scattering plane. The shaded grey surface – which originates from the

20◦ arc at E = 0 – illustrates how the wave vector coverage of these fixed detectors

changes with E. This feature of TOF spectrometers does not affect the analysis of

a one or two-dimensional magnetic system where there are no correlations in one
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Figure 2.4: The accessible (Q, E)-region of a fixed orientation measurement
using a direct-geometry chopper spectrometer. An example scattering triangle
is plotted on the wave vector plane defined by the directions parallel (Q‖) and per-
pendicular (Q⊥) to ki. In any single orientation, the component of Q parallel to ki is
coupled to E. For a 20◦ arc of fixed detectors this leads to a curved area of accessible
(Q, E) values (shaded in grey). The black curves across this area show equally spaced
constant energy contours. These contours are also projected onto the E = 0 wave
vector plane for comparison.

or more directions. Typically, the uncorrelated direction is orientated parallel to ki

and the data are integrated across the Q‖ direction. However, in three-dimensional

(3D) systems, the variation of Q‖ with E makes a single measurement with a fixed

orientation an insufficient description of all the correlations. To circumvent this

problem a series of measurements is made while incrementally changing the sample

orientation. This is referred to as a multi-angle scan. Software is then used to

combine all of the scattering information into a four-dimensional data volume.

The MAPS and MERLIN spectrometers use the Horace software suite [39]

to combine the multi-angle scan into a data volume. Figure 2.5 illustrates a 2D

example of this by considering the reciprocal space coverage of elastic scattering that
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can be achieved within the scattering plane (in contrast to Figure 2.4). The E = 0

detector coverage is plotted for a series of incrementally rotated measurements with

respect to a sample’s reciprocal lattice. In this example, a square lattice is aligned in

the horizontal scattering plane and is rotated through 90◦, around the out-of-plane

direction. The detector coverage sweeps out an area across the in-plane reciprocal

lattice. Subsequent analysis can take cuts through this area, isolating the spectrum

along any given high-symmetry direction independent of coupling between Q‖ and

E.

Scattered neutrons detected in a spectrometer are described by their position in

(Q, E)-space. However, in reality there is a small distribution of energies and wave

vectors which contribute to the intensity at any given position. This distribution

is centred around the position that is being measured, denoted (Q0, E0). The dis-

tribution arises because of uncertainties in the energy transfer and scattering angle

and is described by the resolution function, R(Q, E). The measured intensity in a

neutron experiment is a convolution of the partial differential cross-section, which

describes the sample’s scattering, and the resolution function. Mathematically, this

can be expressed as

I(Q0, E0) =

∫
d2σ

dΩdE
(Q, E) R(Q−Q0, E − E0)dQdE, (2.34)

where I(Q0, E0) is the intensity measured at the point (Q0, E0). The resolu-

tion function is most commonly expressed as a constant deviation contour centred

around (Q0, E0). This describes a four-dimensional ellipsoid and is defined for each

detector position in a spectrometer. The full resolution function is dependant on

various instrumental parameters and is very complicated. Computer programs, such

as TobyFit [40], allow the complete resolution function to be calculated for a chop-

per spectrometer and convolved with an analytic model of the scattering function.

However, in most cases this is computationally intensive and unnecessary. Instead

an approximate broadening function is applied, based on the dominant resolution
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Figure 2.5: Schematic diagram of the combined reciprocal space coverage of
a multi-angle scan made using a chopper spectrometer. The in-plane detector
coverage for elastic scattering is shown for each 3◦ incremental measurement by the
black arcs. The detector coverage is calculated for a 40◦ detector bank (such as the
MAPS low-angle bank) using Ei = 75 meV. The reciprocal lattice for a square lattice

with a = 2π Å is plotted (red circles) as an example crystal. The grey region shows
the area of reciprocal space contained in the Horace data volume after combining the
information from the individual measurements. The black dashed lines illustrates the
limits of an example integrated line cut through the data volume. This cut along the
(1,K)-direction combines the measured intensity from many of the fixed orientation
scans.

effects, along a single dimension of (Q, E).

Commonly, the E resolution (and equivalently the Q‖ resolution) is the most

significant broadening effect on a measured spectrum. It is dependent on the slit size

and frequency of the chopper, and the initial pulse width from the moderator (see

Ref. [41]). The energy uncertainty arising from the Fermi chopper can be expressed

as

∆Ech = 2Ei

(∆tch
tch

)[
1 +

L1 + L3

L2

(
1− E

Ei

)3/2]
, (2.35)
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where ∆tch is the time duration neutrons can pass through the chopper; tch is the

neutron’s TOF from the chopper to the sample; and L1, L2, and L3 are the moder-

ator to chopper, chopper to sample, and sample to detector distances respectively.

Similarly, the energy uncertainty due to the moderator is expressed as

∆Emod = 2Ei

(∆tmod

tmod

)[
1 +

L3

L2

(
1− E

Ei

)3/2]
, (2.36)

where, ∆tmod is the width of the moderator pulse and tmod is the neutron’s TOF

from the moderator to chopper. These expressions can be added in quadrature to

give an expression for the total energy uncertainty. It is apparent from the above

expressions that ∆E will decrease with increasing E.

The Q⊥ resolution is due to the uncertainty of the scattering angle and so is

dependent on the beam divergence. The finite size of the sample and detector can

affect the beam divergence, however, it is the angular width of the moderator as seen

from the sample that is the dominate contribution. Neutron guides (like that on the

MERLIN spectrometer) will also increase the beam divergence and further diminish

the Q⊥ resolution. While the Q⊥ resolution introduces a Q dependent broadening,

it is significantly overshadowed by the E resolution in nearly all experimental cases.

For this reason, a separate treatment of the Q⊥ resolution is typically omitted from

any data analysis. The Q‖ resolution is equivalent to the energy resolution (because

of the coupling of Q‖ and E) so is not considered separately.

The chopper spectrometer also allows the measured scattering intensities to be

easily converted into absolute units. This requires a normalisation of all the detec-

tor efficiencies and is achieved by measuring a known vanadium standard sample.

Results obtained in absolute units can then be directly compared to derived models

of the partial differential cross-section.
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2.3.3 The Triple-Axis Spectrometer

The triple-axis spectrometer (TAS) is the original and most commonly used method

of measuring excitations within condensed matter systems. Figure 2.6 shows a

schematic diagram of a TAS. In place of a chopper, a monochromator is used to

select the incident neutron wave vector. The monochromator is a single crystal po-

sitioned such that the scattering angle, 2θM, corresponds to a strong Bragg peak for

a particular neutron wave vector. Typically, the monochromator crystal is pyrolytic

graphite (PG), Si, or Cu. A filter (typically made from PG or sapphire) is placed

before the sample to reduce the intensity of higher order Bragg peaks (ie. 2ki, 3ki,

etc). The analyser is functionally the same as the monochromator, but it selects the

measured final wave vector through the choice of the 2θA scattering angle. Hence,

by specifying 2θM, φ, and 2θA a specific ki and kf are selected, which correspond to

an individual position in (Q, E)-space. Experiments are then performed by mea-

suring the intensity along a particular high-symmetry Q or E direction so that a

line cut is taken through the spectrum.

High intensity background scattering can significantly affect the ability of a TAS

to measure weakly scattering excitations. Spurious peaks can arise due to Bragg

scattering from instrumental components exposed to any section of the beam as

well as higher order scattering effects within the sample. The detector, monochro-

mator and analyser all have extensive shielding to reduce the effects of background

radiation and neutrons. Additionally, monitors (low efficiency neutron detectors)

are placed in the incident and final beams to track the relative intensities at each

stage of the scattering process. In many cases, this provides an indication as to

whether a measured signal is spurious, but only an understanding of the physics of

the sample allows spurious peaks to be identified unambiguously.

As with the chopper spectrometer, the resolution function of the TAS must be

considered when analysing data. The resolution of a TAS is principally determined

by the beam divergence along all three axes. To improve the flux, arrays of single
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Figure 2.6: Schematic diagram of a triple-axis spectrometer with polarisa-
tion analysis capabilities. The components and variables labelled are described in
the main text. Note, the guide field, necessary for polarisation analysis is not depicted
to simplify the diagram.

crystals are used as the monochromator and analyser, aligned to focus the neutron

beam horizontally and vertically. However, focussing will reduce the resolution.

Horizontally focussing the monochromator increases the incident flux at the expense

of wave vector resolution (but not energy resolution). Vertical focussing on either

monochromator or analyser will increases the flux but worsen the out-of-plane wave

vector resolution. Flat, single or double focussing monochromators and analysers

are all used in different experiments depending on the requirements. The orientation

of the resolution ellipsoid in a TAS is dependent upon the particular orientation of

the spectrometer axes for a given (Q, E)-position. Therefore, the resolution changes

across a line cut and can be substantially different when measuring in different

Brillouin zones. This changing resolution can complicate the analysis of TAS data

as symmetric features in the spectrum can be measured with different widths and
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intensities. Programs, such as Rescal [42] and Restrax [43], exist to calculate

the resolution function and simulate its effect on a given line cut.

TAS with Polarisation Analysis

A great benefit of the triple-axis spectrometer is the relative ease with which po-

larised neutrons can be produced and analysed. In this section I will introduce the

additional instrumentation required to perform uniaxial polarisation analysis on a

TAS. While there are various techniques that can be employed to polarise neutrons

and subsequently manipulate that polarisation, I shall introduce the specific ex-

amples used on the IN20 spectrometer at the ILL and employed to study CuO in

Chapter 4.

Any polarised neutron experiment first requires a method of polarising the inci-

dent neutron beam. This is achieved in a TAS by using a ferromagnetic monochro-

mator crystal. The ferromagnetic moment is aligned perpendicular to the scattering

vector and the cross-section is polarisation dependent. Therefore, there are two ex-

pressions of the differential cross-section describing scattering for the spin-up and

spin-down neutrons,

( dσ
dΩ

)
↑

=| FN(Q) + FM(Q) |2 (2.37)

( dσ
dΩ

)
↓

=| FN(Q)− FM(Q) |2 . (2.38)

To obtain a fully polarised neutron beam a monochromator with FN(Q) = FM(Q)

is used to suppress the spin-down cross-section. This condition is well satisfied by

a Heusler crystal.6

Once the incident neutron beam is polarised, this polarisation is maintained by

applying a constant guide field along the neutron flight path. The polarisation can

then be manipulated by two components: the spin-flipper coils; and the Helmhotz

6‘Heusler alloy’ refers to a group of ferromagnetic intermetallic materials. However, in polarised
neutron scattering ‘Heusler cyrstal’ has come to refer specifically to the Heusler alloy Cu2MnAl
which can be grown as a large single crystal.
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coil (Figure 2.6).

The spin-flipper is included to rotate the polarisation by 180◦ with respect to

the spectrometer. This is achieved by applying a magnetic field BSF perpendicular

to the initial polarisation. The neutron will precess around the field and, hence, the

polarisation can be set to any arbitrary direction in the plane perpendicular to BSF.

By considering the velocity of the neutron, v, and the distance, d, it travels through

the coil, the field can be tuned to produce a 180◦ rotation of the polarisation using

the relation |BSF| = πv/γnd.

The spin-flipper in conjunction with a Heusler crystal monochromator and anal-

yser enables uniaxial polarisation analysis. This allows the four matrix elements

introduced in Eqs. 2.31 and 2.32 to be individually measured. However, due to the

imperfect nature of instrumentation, each measured matrix element (or channel)

can also include some signal associated with the other channels. The combined ef-

fects of imperfect polarisation, flipper efficiency, and guide field inhomogeneity can

be quantified by the flipping ratio, R, which is defined as

R =
INSF

ISF
=

1 + f1f2

1− f1f2
, (2.39)

where f1 and f2 are the polarising efficiencies of the incident and final neutron flight

paths and take values in the range 0 < f < 1. Figure 2.7 shows the relative ratios

of the four scattering processes in terms of these efficiencies. The neutron beam is

considered to start in a 100% spin-up polarised state and undergoes NSF nuclear

scattering at the sample. Hence, in a perfect instrument only |↑1↑2〉 scattering

should have any measured intensity. However, the figure shows that there will be

neutrons detected in the SF channel due to NSF scattering, and vice-versa. This

is due to the polarisation efficiencies not being 100% in both the incident and final

flight paths. By measuring the flipping ratio on a purely nuclear or magnetic Bragg

peak, this leakage of intensity can be corrected after the measurements.

The Helmholtz coil allows the different components of the magnetisation to be
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Figure 2.7: Neutron depolarisation and the measured matrix elements in
a nuclear scattering (NSF) process. Before scattering, a fully polarised neutron
beam (labelled |↑0〉) will depolarise due to stray fields before it reaches the sample.
Therefore, upon reaching the sample, the neutron beam is comprised of both polarised
(|↑1〉) and depolarised (|↓1〉) neutrons. The population of neutrons in each state is
characterised by the efficiency f1. Scattering via the nuclear interaction does not
change the neutron’s polarisation. After scattering, the neutrons are again subjected
to stray fields on the final beam flight path, again causing depolarisation (characterised
by the efficiency f2). The detected polarisation states are indicated by |↑2〉 and |↓2〉.
All four matrix elements from Eqs. 2.31 and 2.32 are present in the final beam. Each
is labelled SF or NSF to denote which channel the intensity will be attributed to in
the experiment.

distinguished by adiabatically changing the polarisation direction to any arbitrary

direction at the sample. Conventionally, three orthogonal polarisations are used,

defined as x parallel to Q; y perpendicular to x and within the scattering plane;

and z perpendicular to both x and y.

2.3.4 Sample Environment

All of the INS measurements were performed at low temperatures. This ensured

that the measured excitations arose from the sample’s ground state. On MAPS

and MERLIN, this was achieved by using a closed-cycle refrigerator (CCR) which

reached a base temperature of approximately 6K. The sample space was filled with

low pressure 4He-gas to act as a thermal exchange medium. The IN8 and IN20

experiments used top-loading 4He cryostats. 4He-gas was again used as an exchange

medium. The sample achieved a base temperature of approximately 1.5K using this

method.
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The samples were secured in the sample space on custom made aluminium

mountings. These were designed to position the sample in a particular crystal-

lographic orientation while minimising the amount of Al in the beam. While Al

is generally regarded as being transparent to neutrons, it does have a very small

scattering cross-section. Hence, a background Al powder diffraction pattern is mea-

sured in INS experiments due to the mounting. Ensuring the use of the smallest

amount of Al minimises this background. Additionally, Cd – as a strong absorber

of thermal neutrons – is used to shield all the components of the mounting outside

of the beam. This reduces intensity from secondary scattering processes which can

cause spurious peaks.

2.4 Sample Characterisation Techniques

Samples used in each INS experiment had to undergo rigorous characterisation to

understand their chemical composition, crystal structure and magnetic behaviour.

This section describes the variety of characterisation techniques employed.

2.4.1 SQUID Magnetometry

Magnetometry can characterise the magnetic order and phase transitions exhibited

by a material. Typically, the magnetic susceptibility is measured which allows a

direct comparison of the magnetic properties of different samples. A superconduct-

ing quantum interference device (SQUID) magnetometer has been used for all the

results presented in this thesis. A SQUID is comprised of a superconducting ring

with two Josephson junctions dividing it into semi-circles. Each semi-circular piece

is connected to an external current source. The current flowing through the SQUID

varies with the phase difference across each Josephson junction as well as the flux

through the ring. This effect can be exploited to measure a magnetic field by mea-

suring the critical current of the SQUID ring which oscillates with increasing flux

[9]. For the purposes of magnetometry, a sample is passed through the SQUID
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ring allowing the sample’s magnetisation perpendicular to the ring to be measured.

In materials with no net magnetisation (such as an antiferromagnet), a magnetic

field must be applied to induce a net moment which can then be measured by the

SQUID.

A Quantum Designs MPMS SQUID was used for all the magnetometry mea-

surements presented. Small fragments of the single crystal used in the neutron

experiments were aligned with respect to the SQUID ring, accurate to within 10◦.

The SQUID samples typically had the dimensions 2 × 2 × 2 mm and the sample

mass was accurately measured to allow the susceptibility to be expressed per mole

of material.

2.4.2 EPMA

Electron Probe Microanalysis (EPMA) is an electron-in-photon-out technique that

is able to measure the relative proportion of elements in a given sample with re-

spect to a known standard material [44]. X-rays are produced by the inelastic

collision of incident electrons with an atom’s core electrons. The core electrons are

ejected by the collisions, leaving holes which are filled as electrons in higher energy

atomic orbitals fall to the lower energy state through the emission of an X-ray. The

X-rays have characteristic wavelengths associated with the particular transitions

within an atom. Therefore, measuring the relative intensity of X-rays produced by

known atomic transitions allows the relative chemical composition of a sample to be

measured. EPMA is most sensitive to heavier elements with more clearly defined

electron energy levels. Lighter elements, where the electronic structure is signifi-

cantly altered due to bonding are harder to measure accurately. Therefore, EPMA

offers an accurate measure of the heavy element composition of a sample. A Jeol

JXA-8600 was used to determine the precise doping in a series of La2−xSrxCoO4

sample, reported in Chapter 3.
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2.4.3 X-ray Powder Diffraction

X-ray powder diffraction (XRPD) is a scattering technique similar to the neutron

case outline in Section 2.2. Using X-rays as the scattering probe has the advan-

tage that high fluxes can be easily produced. Therefore, X-ray diffraction can be

performed in a laboratory experiment. X-rays interact with the electrons within an

atom and so the scattering cross-section is proportional to atomic number. This

means X-rays are not very sensitive to lighter elements if heavier elements are also

present in a material.

The X’Pert PRO PANalytical diffractometer was used for all XRPD sample

characterisation measurements in this thesis. The diffractometer uses X-rays cre-

ated by accelerating electrons in a potential difference and targeting them onto a

metal plate. The ensuing collision creates X-rays through the same process as de-

scribed for EPMA. The target material (typically Cu or Mo) is chosen such that

the emission spectrum is dominated by a single wavelength, λ. These X-rays go on

to scatter from the powdered sample when satisfying the Bragg equation,

nλ = 2dhkl sin(θ), (2.40)

where n is an integer; dhkl is the inter-atomic distance defined by the Miller indices

(h, k, l). The scattering angle, 2θ, and relative intensities of the measured Bragg

peaks allow the lattice parameters and crystal structure of the sample to be found

through Reitveld refinement of the data (using software such as FullProf [45]).

Relative site occupation in doped materials can also be quantified.

2.4.4 X-ray and Neutron Laue Diffraction

Laue diffraction is a single-crystal scattering technique. A incident beam of poly-

chromatic neutrons or X-rays is used to simultaneously satisfy all Bragg scattering

conditions (in accordance with Eq. 2.40). A large area detector is used to measure
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the resulting Bragg peaks. This technique is principally used to align a sample on

its mounting or check the quality of a single crystal by measuring the mosaic and

identifying any additional grains. X-ray Laue was primarily performed on a custom

built diffractometer in the Clarendon Laboratory. Neutron Laue was performed

on the OrientExpress instrument at the ILL and the ALF instrument at the ISIS

facility.

2.4.5 Thermo-Gravimetric Analysis

Thermo-gravimetric analysis (TGA) is a technique in which the mass of a small

powdered sample is very accurately measured as a function of temperature. The

application of heat while the sample is in a reducing atmosphere will breakdown a

material into a selection of constituent compounds. Knowing what final compounds

are produced and measuring the initial and final mass of the sample allows any

difference from the expected stoichiometry to be quantified. This is an especially

useful technique for testing the oxygen stoichiometry of a sample where TGA is

accurate enough to measure ∼ 1% shifts away from the stoichiometric values. This

far exceeds the accuracy of X-ray probes which are not sensitive to the lighter

elements. TGA measurements for this thesis were performed on a Perkin Elmer

Diamond TG/DTA.
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3.1 Introduction

The hour-glass spectrum is a special form of magnetic excitation spectrum which

has been observed in neutron scattering measurements on a variety of quasi-two
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dimensional (2D) layered systems. It is characterised by low-energy incommensu-

rate excitation branches dispersing inwards to the antiferromagnetic (AFM) wave

vector [QAFM = (0.5, 0.5) when defined in reciprocal lattice units for a square lat-

tice]; a broad, near-vertically dispersing intensity centred on QAFM at intermediate

energies; and high-energy outwardly dispersing modes rotated 45◦ with respect to

the low energy branches. This spectrum was initially measured in a variety of the

cuprate high-Tc superconductors [46–56]. In the cuprates, the distinctive form has

been attributed to either stripe-like correlations in strong coupling models or to

quasiparticle transitions across the Fermi surface in itinerant, weak-coupling mod-

els [15]. Unravelling the origins of the hour-glass spectrum will reveal more about

the nature of magnetism in the doped cuprates. This is crucial in order to better

understand the superconductivity, which is so intimately related to magnetism in

these compounds.

Recently, a similar hour-glass spectrum has been discovered in layered cobal-

tate [57, 58] and manganate materials [59]. These insulating materials provide an

interesting comparison to the cuprates due to their significantly different electronic

properties. The existence of an hour-glass spectrum in each of these varied systems

points toward some common origin arising from particular magnetic correlations.

The localised electrons in the cobaltates and manganates allow the hour-glass spec-

trum to be understood through the lens of linear spin wave theory (LSWT). Such

an analysis indicates that short-range quasi-one-dimensional (1D) magnetic corre-

lations give rise to an hour-glass spectrum. These conditions are found in layered

materials with disordered stripe phases.

Stripe ordering is a simultaneous charge and magnetic ordering. It occurs in

doped AFM systems whereby the charges arrange themselves into 1D arrays and

form domain walls, which modulate the background AFM order. Different vari-

eties of such order have been observed in the cuprates [54, 55, 60, 61], nickelates

[62–64], manganates [65], and cobaltates [66]. Stripe ordering is found alongside
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magnetic disorder in many of these materials. This is evidenced by spin glass be-

haviour measured in the magnetisation of stripe ordered cuprates [67], nickelates

[68], and cobaltates [69]. How disorder affects the hour-glass is of particular interest

in systems which are subtly tuned by doping.

In this chapter, I shall present inelastic neutron scattering (INS) measurements

of the excitation spectrum of La1.75Sr0.25CoO4. The spectrum of a quarter-doped

layered cobaltate has not been reported before. As I shall show, the data reveals

an hour-glass magnetic spectrum consistent with short range period-4 stripe or-

der. The spectrum differs from previously measured hour-glasses as it exhibits a

greater level of disorder. To model the results, the cluster glass model proposed

for La1.67Sr0.33CoO4 by Andrade, et al. [70] has been extended for the case of one-

quarter doping. I shall demonstrate that this model qualitatively reproduces all the

main features of the spectrum.

3.1.1 Charge and Magnetic Order in La2−xSrxCoO4

The La2−xSrxCoO4 family crystallises into a perovskite structure as shown in Fig-

ure 3.1(a). Two-dimensional CoO2 layers are separated by La ions, and Co exists in

an octahedral crystal field environment created by the surrounding oxygen atoms.

In the x = 0 parent compound, the Co ions exist in the Co2+ valence state. Due to

the particular crystal field, the eg and t2g 3d orbitals are non-degenerate. The outer

electrons of the Co2+ ions experience a dominant coulomb repulsion in this crystal

field and therefore occupy an S = 3/2 high-spin (HS) state – see Figure 3.1(b). Fur-

thermore, the crystal field in combination with spin-orbit coupling constrains the

spins to lie within the CoO planes and they subsequently order antiferromagneti-

cally. The simple AFM structure of the parent compound is shown in Figure 3.2(a).

The system can be doped through the substitution of Sr in place of La atoms. Sr

is in a lower valence state than La and so doping creates Co3+ ions in the CoO layers.

Crystal field calculations show that Co3+ ions can occupy the near degenerate S = 0
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Figure 3.1: Crystal structure of La2−xSrxCoO4 and the spin state of Co2+

and Co3+ ions. (a) La2−xSrxCoO4 is described by a tetragonal crystal structure at
low temperatures. Co, O and La (or Sr) atoms are shown as blue, red and cyan spheres
respectively. The Co ions are at the centre of a locally octahedral oxygen environment
(as depicted by the blue shaded octahedron). The octahedral crystal field lifts the eg

and t2g orbital degeneracy in La2−xSrxCoO4. (b) This crystal field creates an S = 3/2
HS state in the Co2+ ion and an S = 0 LS state in the Co3+ ion in the low doped
La2−xSrxCoO4 compounds, with depicted electronic configurations.

low-spin (LS), S = 1 intermediate-spin (IS), or S = 2 HS states. The measured

anisotropic susceptibility has been shown by Hollmann, et al. [71] to rule out all

but the LS state of Co3+ ions in 0.4 < x < 0.8 samples – see Figure 3.1(b). This

analysis was extended to describe the spin state of x = 0.33 samples, which showed

similar anisotropies [57]. Across the different dopings, Co2+ ions remain in the HS

state.

Checkerboard charge ordering of the Co2+ and Co3+ ions has been directly mea-

sured in x = 0.5 doped samples [72]. Additionally, in-plane AFM ordering of the

Co2+ ions has been measured in these half doped samples [72, 73]. This ordering

is depicted in Figure 3.2(d). At lower dopings with 0.3 ≤ x < 0.5, magnetic order
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consistent with stripe order is observed [66], however, no direct measurements of the

charge ordering have so far been reported. This has called into question how accu-

rately the perfect stripe description applies to lower doped La2−xSrxCoO4 samples.

On the basis of measurements of an x = 0.4 doped sample, it was suggested that a

chiral or non-collinear magnetic state emerges from the well defined checkerboard

order at half doping [58]. Alternatively, a model for x = 0.33 doped samples points

to short range stripe correlations in a cluster glass ground state [70]. Both these

states combine short-range magnetic order with some amount of charge disorder.

Generally, La2−xSrxCoO4 stripes have the non-magnetic Co3+ ions condense

into 1D chains parallel to the [1, 1, 0] and equivalent [1, 1̄, 0] directions. The Co2+

ions order antiferromagnetically in the regions between the Co3+ ions. Figure 3.2(c)

illustrates the perfect period-3 stripe order measured in x = 0.33 samples. Fig-

ure 3.2(b) shows perfect period-4 stripe order proposed for La2−xSrxCoO4 with

x = 0.25.

Stripe order has a longer periodicity than the underlying AFM order and so

is described by a larger magnetic unit cell – see Figure 3.2. Therefore, striped

correlations lead to incommensurate magnetic peaks distributed around the AFM

wave vector. In the case of the diagonal stripes observed in the cobaltates, these

magnetic peaks are at wave vectors Qm = QAFM± (ζ, ζ) and QAFM± (ζ,−ζ). The

value of the incommensurate splitting ζ is related to the periodicity of the stripe

order [74]. Hence, it depends on the total doping of the system by the relation

2ζ = nh = x+ 2δ, (3.1)

where the total number of holes in the system nh is related to both the Sr doping

x and oxygen excess δ.
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Figure 3.2: The 2D magnetic order in La2−xSrxCoO4. In all diagrams, the
Co2+ spin direction is represented by the blue arrow while the non-magnetic Co3+

ions are denoted by open blue circles. (a) The nearest neighbour AFM order in the
La2CoO4 compound. (b) Perfect period-4 stripe order proposed for La1.75Sr0.25CoO4.
The dashed line highlights a 1D stripe of Co3+ ions. The black arrows indicate the
directions parallel (||) and perpendicular (⊥) to the stripe. Intra- and inter-stripe
exchange interactions are labelled as J and J ′ respectively. (c) The perfect period-3
stripe order reported in La1.67Sr0.33CoO4. (d) Checkerboard charge ordering with AFM
order of the Co2+ ions measured in La1.5Sr0.5CoO4. In all structures, the magnetic
unit cell is shown as a shaded grey area.

3.1.2 Description of Magnetic Excitations in La2−xSrxCoO4

Excitation spectra have been measured in a variety of the layered cobaltates. Var-

ious models have been used to describe the magnetic excitations observed. An

effective S = 1/2 Heisenberg exchange model successfully describes the low energy

spectral features in x = 0.5 and x = 0 samples [73, 75]. For both dopings, this

simplified model was extended to spin S = 3/2 and the L = 3 orbital angular mo-

mentum was introduced to describe the full spectrum. This same S = 3/2 model

was shown in Ref. [57] to provide a good description of the hour-glass spectrum

measured in samples with x = 0.33 after some phenomenological broadening was

introduced to the simulated spectrum. The narrowed intensity centred on QAFM at
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intermediate energies – creating the thin waist of the hourglass – is formed because

of the respective strengths of intra- and inter-stripe exchange. Hence, the ratio

of the exchange parameters determines the energy position of the waist and can

lead to a suppression of the hour-glass spectrum, as observed in the stripe ordered

nickelates [76, 77].

In order to better understand the disorder which broadens the spectrum in the

cobaltates, a disordered cluster spin glass (DCSG) model was developed for x = 0.33

doped samples [70]. This uses the simplified S = 1/2 model and neglects spin orbit

coupling and the crystal field effects present in layered cobaltates. The proposed

DCSG ground state is characterised by both local stripe and AFM orders, which

leads to frustrated magnetic behaviour. This model demonstrates that both the en-

ergy position of the hour-glass waist and the suppression of the outwardly dispersing

low energy branches are tuned by the disorder. In the case of the waist position,

this is in addition to the ratio of inter- and intra-stripe exchange parameters. It is

interesting to note that the suppression of the outwardly dispersing branches has

been experimentally tuned in a manganate system by introducing thermal disorder

[59].

3.2 Sample Growth and Characterisation

3.2.1 Crystal Growth

Three single crystals with different Sr doping were grown using the optical floating-

zone method by Dr Prabhakaran in the Clarendon Laboratory. Initially, poly-

crystalline La1.75Sr0.25CoO4, La1.7Sr0.3CoO4, and La1.67Sr0.33CoO4 were separately

prepared from La2O3, SrCO3 and Co3O4 (>99.99% purity) by solid-state reaction.

The starting materials were reacted in air at 1200 ◦C for 48 h then reground and sin-

tered in air at 1225 ◦C for 48 h. No impurity phases could be detected in the product

by x-ray powder diffraction (XRPD). The powders were then pressed into rods and

sintered in air at 1250 ◦C for 24 h. The crystal growth was performed in a four-
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mirror image furnace in flowing high purity argon at a growth speed of 2 mm h−1

with counter-rotation of the feed and seed rods at 25 rpm for each sample. Previous

experimental growths of La2−xSrxCoO4 compounds have shown that it is difficult to

achieve oxygen stoichiometry, with most as-grown crystals having an excess of oxy-

gen when x . 0.3. To achieve stoichiometry, the three as-grown crystals underwent

an anneal in a reducing atmosphere of CO2:CO at 850 ◦C for 12 h. This process

produced single crystals of 14.3 g (La1.75Sr0.25CoO4), 13.6 g (La1.7Sr0.3CoO4), and

9.1 g (La1.67Sr0.33CoO4 ) for INS experiments.

3.2.2 Compositional Analysis

La2−xSrxCoO4 samples with low doping are difficult to grow as large single crystals

and, as mentioned above, have shown a tendency to stray from their stoichiometric

oxygen composition. Therefore, various techniques were employed to check the

quality of each single crystal and determine its chemical composition. These checks

have revealed discrepancies between the composition expected from the ratio of

initial oxides in the growth and in the final samples. The discrepancy was very

small for the La1.75Sr0.25CoO4 crystal but the La1.7Sr0.3CoO4 and La1.67Sr0.33CoO4

crystals exhibited significant deviations from their nominal composition. In this

section I shall introduce the compositional analysis performed and the conclusions

that can be drawn about each crystal.

XRPD was used to test that the crystals were single-phase and of high-quality.

Figure 3.3(a) shows an example diffraction pattern using a powdered sample of

the La1.75Sr0.25CoO4 single crystal. Powdered measurements of all single crystals

were performed at 300 K. No secondary phases can be seen in the La1.75Sr0.25CoO4

or La1.7Sr0.3CoO4 samples and the structures were refined in the I4/mmm space

group. The lattice parameters were slightly different in each of the samples. The re-

fined parameters were a = 3.86348(7) Å and c = 12.6193(3) Å for La1.75Sr0.25CoO4

and a = 3.85937(6) Å and c = 12.6299(3) Å for La1.7Sr0.3CoO4. The diffrac-
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tion pattern of the La1.67Sr0.33CoO4 sample exhibits a slight splitting of some

peaks. The (1, 0, 7) (d ≈ 1.63 Å) and (1, 1, 6) (d ≈ 1.66 Å) peaks measured in

the La1.75Sr0.25CoO4 and La1.67Sr0.33CoO4 samples are presented in Figures 3.3(b)

and 3.3(c) respectively. The splitting can be seen in the La1.67Sr0.33CoO4 data,

manifesting as a small shoulder at lower d-spacing. Such slight splitting is unlikely

due to a different compound being present. Rather, it may indicate a phase with

slightly different lattice parameters or a small reduction in the tetragonal symmetry.

Either of these possibilities point towards a fluctuation in the oxygen content and

similar effects have been seen before in the isostructural cuprates [78] and nicke-

lates [79]. Unfortunately, the splitting is too small to allow an accurate refinement

of both La1.67Sr0.33CoO4+δ phases. A single phase refinement with the I4/mmm

space group found a = 3.85714(6) Å and c = 12.6146(4) Å lattice parameters. For

the sharper diffraction patterns in La1.75Sr0.25CoO4 and La1.7Sr0.3CoO4 samples,

it was possible to refine the content of La and Sr. This was done by assuming the

total occupancy of the La/Sr site to be stoichiometric. The results are outlined in

Table 3.1.

Electron Probe Microanalysis (EPMA) was also used to measure the relative

ratios of the metal ions in the samples. Measurements were taken at ten positions

on a sample’s surface. These were averaged to improve accuracy and the standard

deviation provides an estimate of the random error. The ratios are normalised to

the nominal La content.1 The measured values of x are presented in Table 3.1. The

results show that all samples appear to be under-doped with respect to the nominal

values. This is very significant in the case of La1.7Sr0.3CoO4, which is closer to the

nominal doping of x = 0.25. It is important to note that, while the errors recorded

are small, they do not account for systematic errors in the calibration.

This compositional analysis demonstrates that La2−xSrxCoO4 continues to be

a challenging system for large single-crystal growth. The La1.75Sr0.25CoO4 sample

1The La content is expected to be closest to its weighed growth value as La2O3 has the highest
melting point of all the starting oxides and so is least likely to escape the reaction.
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Figure 3.3: X-ray powder diffraction pattern of low-doped La2−xSrxCoO4

samples. Red circles denote the measured data points; the black line is the Rietveld
profile refinement; green bars indicate the positions of the refined peaks; and the blue
line is the residual (difference between the data points and refinement). (a) shows the
full diffraction pattern of the La1.75Sr0.25CoO4 sample. (b) and (c) show close up views
of specific peaks in the La1.75Sr0.25CoO4 and La1.67Sr0.33CoO4 samples respectively.
While the peaks are very well fit in (b), the d ≈ 1.63 and 1.66 Å peaks in (c) show
some splitting.

has the most consistent composition when compared to its nominal values. The

La1.7Sr0.3CoO4 appears to have a deficiency in Sr, compared to the nominal value,

bringing it closer to x = 0.25. The La1.67Sr0.33CoO4 crystal has been grown with the

desired Sr content but the splitting of peaks in the XRPD pattern hint at an oxygen

content that is not stoichiometric. In light of these results, I shall focus on the

La1.75Sr0.25CoO4 sample and the analysis of a x = 0.25 doped system throughout

the chapter. The findings of the elastic neutron study – presented in Section 3.3.1
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Nominal doping 2ζ x δ

x = 0.25 0.2240(3)

Weighed 0.25 -0.0130(1)

EPMA 0.238(4) -0.007(2)

X-Ray 0.22(3) 0.00(2)

x = 0.30 0.258(8)

Weighed 0.30 -0.021(4)

EPMA 0.228(4) 0.015(4)

X-Ray 0.25(2) 0.004(4)

x = 0.33 0.2507(4)

Weighed 0.33 -0.0396(2)

EPMA 0.315(3) -0.032(2)

X-Ray – –

Table 3.1: Summary of La2−xSrxCoO4 compositional analysis. The measured
Sr contents (x) and calculated oxygen excesses (δ) are presented for all three crystals.
The Sr content is determined in three different ways: (i) from weighed starting materi-
als, (ii) from EPMA, and (iii) from XRPD refinement. The parameter ζ is determined
from the magnetic ordering vector Qm = (0.5, 0.5)± (ζ, ζ) observed by neutron diffrac-
tion. The oxygen excess is calculated from Eq. 3.1. All values are per formula unit of
La2−xSrxCoO4.

– are consistent with the compositional analysis of this material.

3.2.3 Magnetic Characterisation

Figure 3.4 shows the susceptibility and thermoremnant magnetisation (TRM) mea-

sured in La1.75Sr0.25CoO4. This exemplifies the qualitatively similar results found

for the La1.7Sr0.3CoO4 and La1.67Sr0.33CoO4 samples. Figure 3.4(a) demonstrates

divergent behaviour between the zero-field-cooled (ZFC) and field-cooled (FC) sus-

ceptibilities when the applied measuring field (H) is directed parallel to the a axis.

The insert to Figure 3.4(a) depicts the susceptibilities measured parallel to the a and

c axes in the temperature range 2 to 300 K. The susceptibility is highly anisotropic,

with χa > χc, indicating that spins order parallel to the ab-plane. This is qualita-

tively similar to the strong anisotropy reported in Ref. [57] for a x = 0.33 doped

sample. Additionally, it resembles the anisotropic susceptibilities in 0.4 < x < 0.7

La2−xSrxCoO4 samples reported in Ref. [71] indicating that Co3+ ions occupied the
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Figure 3.4: Susceptibility and thermoremnant magnetisation of
La1.75Sr0.25CoO4. (a) Temperature dependence of the magnetic susceptibility mea-
sured with a field of 1000 Oe applied parallel to the a-axis. Insert in (a) shows the
anisotropy in the magnetic susceptibility, demonstrated when fields are applied parallel
to the a- and c-axes. (b) Memory effect observed in the TRM during the warm-cool-
warm cycle (as indicated by the arrows). Insert in (b) is the measured decay of TRM
with time (blue points) and a fitted stretched exponential (red line), as described in
the text. Reprinted figure from S. M. Gaw et al., Phys. Rev. B, 88, 165121 (2013)
[80]. Copyright (2013) by the American Physical Society.

S = 0 low spin state. Hence, the Co3+ ions are also expected to be non-magnetic

in samples with x = 0.25.

The TRM is measured after the sample has been cooled to 2 K in a field of

104 Oe. Various irreversibility effects can be seen once this field has been removed.
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Figure 3.4(b) shows the variation of TRM with temperature. The temperature is

increased through the cycle 2 → 10 → 2 → 30 K. There is a decay of TRM with

increasing temperature but on re-cooling (10 → 2 K) the TRM remains constant.

Only when the temperature is again increased and re-approaches 10 K does the TRM

decrease. It rejoins the initial decay trend above 10 K. The insert of Figure 3.4(b)

shows the TRM relaxation behaviour. After the field was removed, the TRM was

measured for approximately 32 hours at regular time intervals. A characteristic

decay curve can been seen.

The magnetometry results exhibit two key indications of spin glass behaviour in

all the samples. First, the divergence of the ZFC and FC susceptibilities, consistent

with a spin freezing transition at Tf = 18 K. This can be understood as a glassy

freezing in of induced magnetic order (in the FC case) or the lack of order (in

the ZFC case) [81]. Freezing behaviour is further evidenced by the memory effect

observed in Figure 3.4(b). The TRM temperature decay demonstrates a melting of

induced frozen order which cannot be regained without the application of a magnetic

field. The second spin glass indicator is the characteristic relaxation present in the

insert of Figure 3.4(b). The TRM decay is fitted to a stretched exponential of the

form M(t) = M0 exp{−αt(1−n)} + Mbgd. An ideal spin-glass is predicted to have

n = 2/3 [82].

The fitted exponents for each sample are presented in Table 3.2. Temperature

instabilities meant that the TRM of the La1.67Sr0.33CoO4 sample was measured

for only a third of the time compared to the other samples. Such a reduction in

measuring time has been shown to affect the fitted value of the exponent. The ap-

proximate measurement time is, therefore, recorded in Table 3.2. The exponent for

the La1.75Sr0.25CoO4 sample approaches that of an ideal spin glass. Similar results

have been found for the lightly-doped cuprates [67] and nickelates [68], but with

different exponents. The exponents for the La1.7Sr0.3CoO4 and La1.67Sr0.33CoO4

samples are further from the ideal value, however, they are close to the value found
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Sample Approx. Time (h) n

La1.75Sr0.25CoO4 32 0.6171(8)

La1.7Sr0.3CoO4 32 0.560(2)

La1.67Sr0.33CoO4 11 0.497(9)

Table 3.2: Fitted decay exponents found from the TRM relaxation data. The
TRM relaxation for each sample is measured at regular intervals over the approximate
time. The decay is then fitted to the stretched exponential outlined in the text. The
exponent n is presented for each sample.

in another studied x = 0.33 doped sample (see Ref. [83]). These findings suggest

that while the precise nature of spin glassy behaviour varies between samples and

between different materials it is a universally shared property linked with imperfect

stripe order in real-world materials.

3.3 Neutron Scattering Experiments

Direct geometry chopper spectrometers were used to measure the excitation spectra

of all three samples. Each sample was aligned with its c axis parallel to the incident

neutron beam. Previous measurements on La2−xSrxCoO4 have shown that there

are only very low energy (several meV) dispersive correlations between the CoO2

layers [57]. Hence, for energies above this, the interlayer correlations are negligible.

Therefore, the L component of the scattering vector (Q‖ in this orientation) can

be integrated to give the spectrum purely in the (H,K) plane (see Section 2.3.2).

The La1.75Sr0.25CoO4 and La1.7Sr0.3CoO4 samples were measured using the MAPS

spectrometer, with Ei = 80, 120, and 300 meV. This allowed the full spectrum to be

surveyed. The La1.75Sr0.25CoO4 and La1.67Sr0.33CoO4 samples were subsequently

measured using the MERLIN spectrometer with Ei = 20 and 60 meV. The energy

resolution in each experiment was approximately 5% of Ei at E = 0 and decreased

with increasing energy transfer. All measurements were corrected for detector effi-

ciency, time-independent background and the kf/ki factor in the partial differential



3.3 Neutron Scattering Experiments 67

 

 

In
te
n
si
ty

(m
b
sr

−
1
f.
u
.−

1
)

(H,1−H) (r.l.u.)

In
te
n
si
ty

(m
b
sr

−
1
f.
u
.−

1
)

(H,0.5) (r.l.u.)

(0
,K

)
(r
.l
.u
.)

(H,0) (r.l.u.)

(0
,K

)
(r
.l
.u
.)

(H,0) (r.l.u.)

⊥

‖

(e)

(d)(c)

J′

J

(a) -1<E<1 meV

q⊥

q‖

(b) Fit

0 0.5 10 0.5 1

0 0.5 10 0.5 1

300

400

500

600

300

400

500

600

200

300

400

500

600

0

0.5

1

0

0.5

1

Figure 3.5: Elastic neutron scattering pattern and fit for La1.75Sr0.25CoO4.
(a) The elastic scattering intensity in the (H,K) plane, measured with Ei = 20 meV and
integrated between −1 < E < 1 meV. The intensity is given in units of mb sr−1 f.u.−1.
(b) 2D fit to the elastic data using a pattern of four bi-variant and elliptically contoured
Lorentzian peaks. The peaks are centred on Qm = QAFM± (ζ, ζ) and QAFM± (ζ,−ζ)
(positions marked as black circles). Peak widths are measured along the q‖ and q⊥
directions (labelled) and used to find the correlation lengths parallel and perpendicular
to the stripe direction, respectively. (c) and (d) show line cuts through the data (blue
points) and fit (red line) depicted in (a) and (b) along the (H, 0.5) and (H, 1 − H)
directions respectively. Figure adapted from Ref. [80].

cross section (see Eq. 2.26). All measured intensities are given in absolute units.

Data were recorded at T = 6 K, unless otherwise stated.

3.3.1 Neutron Diffraction

Figure 3.5(a) shows the elastic scattering from the La1.75Sr0.25CoO4 sample mea-

sured with Ei = 20 meV. This is representative of the similar results found in the

La1.7Sr0.3CoO4 and La1.67Sr0.33CoO4 samples. The scattering is diffuse in nature

and is centred around QAFM = (0.5, 0.5). The intensity forms an ‘X’-shape with

arms stretched along the (1, 1) and (1,−1) directions. Wave vector line cuts along

the (H, 0.5) and (H, 1−H) directions are presented in Figure 3.5(c) and 3.5(d).

The data can be modelled by fitting four peaks at incommensurate wave vec-
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tor positions. Figure 3.5(b) shows the 2D fit obtained using elliptically-contoured

bivariant Lorentzian peaks, all equally shifted ζ away from QAFM. This fitting pat-

tern is consistent with that expected from period-4 stripe order as illustrated in Fig-

ure 3.2(d). The distinctive ‘X’-shape, not seen in previous studies of 0.3 < x < 0.5

La2−xSrxCoO4 samples [57, 66], is created by the lower doping and significantly

broader peaks in La1.75Sr0.25CoO4. Attempts were made to model the diffuse scat-

tering with an additional fifth peak centred on QAFM. However, the best results all

attributed a negative intensity to the central peak. These unphysical fits arose as

there is already a slight excess of fitted intensity at QAFM in the four peak pattern

[apparent in Figure 3.5(d)].

Fitting the elastic scattering allows the degree of disorder to be quantified in

each of the samples. As the Lorentzian peaks are elliptical, there are two character-

istic widths parallel and perpendicular to the stripe direction. The stripe directions

are plotted in real space in Figure 3.2(b) and indicated in reciprocal space in Fig-

ure 3.5(b). The peak widths are related to the correlation length, defined as the

inverse half width at half maximum (HWHM). The magnetic correlation lengths

(ξM) measured for the three samples are presented in Table 3.3. All three samples

exhibit shorter correlation lengths than the x = 0.33 sample studied in Ref. [57]

(where the reported values are ξ
||
M = 10 Å and ξ⊥M = 6.5 Å). Finally, nuclear Bragg

peaks were measured to estimate the combined instrumental resolution and crystal

mosaic effects on the peak broadening. The nuclear Bragg peaks were found to be

narrower than the incommensurate magnetic peaks by a factor of ∼ 10. Hence, the

instrumental resolution effects are negligible when compared to the intrinsic width

of the diffuse magnetic peaks.

The value of of the fitted incommensurability ζ can be used as an estimation

of the total doping in each sample, as defined in Eq. 3.1. This estimate is reliant

on the existence of long range stripe order and the fidelity of our chosen fitting

pattern. Both of these conditions are so far unproven in this study. The broad
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Sample ξ
||
M (Å) ξ⊥M (Å)

La1.75Sr0.25CoO4 7.16(2) 3.57(7)

La1.7Sr0.3CoO4 8.5(5) 3.9(3)

La1.67Sr0.33CoO4 6.79(2) 3.26(1)

Table 3.3: Summary of the measured correlation lengths. The significantly
larger error on the La1.7Sr0.3CoO4 correlation length is due to fitting the Ei=80 meV
elastic data. The other two samples were measured using Ei=20 meV. Note, the fit-
ted incommensurate splitting of the peak positions in all three samples are listed in
Table 3.1.
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Figure 3.6: Hour-glass magnetic spectrum of La1.75Sr0.25CoO4. Data mea-
sured on the MERLIN spectrometer at a temperature of 6 K. Data below and above
17 meV were measured with Ei=20 and 60 meV, respectively. The intensities in each
plane have been scaled by different factors to help visualise the overall spectrum.
Reprinted figure from S. M. Gaw et al., Phys. Rev. B, 88, 165121 (2013) [80]. Copy-
right (2013) by the American Physical Society.

peaks demonstrate that the magnetic order is short range (as discussed above) and

the diffuse scattering makes it questionable as to whether any model captures all

the features. Therefore, any estimation of the doping from ζ is, perhaps, simplistic.

Nevertheless, using Eq. 3.1 the number of Co3+ ions can be estimated. Combining

this with the previous estimates of the Sr content, δ can be found. These results
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are presented in Table 3.1 and agree well with the previous conclusions regarding

the chemical composition of each sample. La1.75Sr0.25CoO4 exhibits a δ value close

to stoichiometry. La1.7Sr0.3CoO4 shows a lower doping than expected from its

nominal content, which arises from a Sr deficiency. Its oxygen content is near

stoichiometric when the lower x is considered. La1.67Sr0.33CoO4 demonstrates a

significantly different doping than expected. This appears to be due to a sizeable

oxygen deficiency, the cause of which is currently not understood.

While the indirect measurements of the total doping and subsequent calcula-

tion of δ may be näıve, they are concordant with all the previous compositional

analysis. The elastic data shows that the true doping in all the samples is close

to that expected for a stoichiometric x = 0.25 sample. Only the La1.75Sr0.25CoO4

sample does not show large deviations from its nominal composition. Therefore,

the subsequent analysis will be conducted principally on the La1.75Sr0.25CoO4 data

and all theoretical modelling based on an x = 0.25 doped ground state.

3.3.2 Neutron Spectroscopy

Figure 3.6 shows the magnetic excitation spectrum measured in the La1.75Sr0.25CoO4

sample at a temperature of 6 K. The data exhibit several key features, observed

at increasing energies: (i) low energy branches dispersing inwards from the four

incommensurate wave vectors Qm towards QAFM, (ii) an approximately vertical

dispersion between ∼ 10 and ∼ 18 meV centred on QAFM, and (iii) intensity above

∼ 18 meV dispersing outwards, with a four-peak pattern rotated 45◦ with respect

to the low energy branches. The spectrum has all the characteristic features of an

hour-glass spectrum and resembles that observed in the x = 0.33 doped sample

reported in Ref. [57]. However, the spectra differ in the larger Q-broadening that

is present in the La1.75Sr0.25CoO4 data. This reflects the much shorter magnetic

correlation lengths found in the previous section.

Figures 3.7(a)–3.7(e) show a series of constant energy slices at increasing energies
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Figure 3.7: Comparison of measured La1.75Sr0.25CoO4 constant-energy
slices and DCSG simulations. Constant-energy slices at (a) 〈E〉 = 4.5 meV, (b)
〈E〉 = 9 meV, (c) 〈E〉 = 11.25 meV, (d) 〈E〉 = 18 meV and (e) 〈E〉 = 22.5 meV through
the magnetic spectrum of La1.75Sr0.25CoO4. Data were measured on the MERLIN
spectrometer using Ei = 20 meV (a–c) and Ei = 60 meV (d,e). The intensity of the
data is in absolute units of mb sr−1 meV−1 f.u.−1. DCSG model simulations are shown
at the energies (f) ω = 0.2, (g) ω = 0.4, (h) ω = 0.5, (i) ω = 0.8 and (j) ω = 1.0
expressed in terms of JS. The simulations have been performed with J ′/J = 0.05, and
JS = 22.5 meV was chosen to obtain an approximate match between the simulations
and data. The simulated charge-disordered ground state was characterized by a cor-

relation length ξ
‖
C = 5a. The squared magnetic form factor f2(Q) and the orientation

factor for in-plane magnetic fluctuations (see main text) have been included in the
simulations. The simulated intensities have been scaled for ease of comparison with
the data. (k)–(o) show line cuts through the respective 2D experimental (blue, points)
and simulated (red, line) data along the (H, 1−H) (k–m) and (H, 0.5) (n,o) directions.
Figure adapted from Ref. [80].

through the hour-glass spectrum. These illustrate the wave vector distribution of

intensity in the (H,K) plane. The left half of Figure 3.8 shows dispersive energy-

wave vector slices through the hour-glass spectrum. Below E = 11.25 meV, in the

lower panel, the wave vector is along the (H,H) direction and the measurements

were made using Ei = 20 meV. Above E = 11.25 meV, in the upper panel, the

wave vector axis is along the (H, 0) direction and Ei = 60 meV. In both panels, the

horizontal axis is centred on QAFM and plots the magnitude of Q in units of 2π/a.

Measurements at higher temperature were carried out to investigate the effect

of thermal disorder on the hour-glass. Figure 3.9 depicts dispersive slices along
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Figure 3.8: Dispersion of the scattering intensity in La1.75Sr0.25CoO4 and
comparison to DCSG simulations Lower panels (E < 11.25 meV, ω < 0.5JS)
shows the dispersion along the Q = (H,H) direction. Upper panel (E > 11.25 meV,
ω > 0.5JS) shows the dispersion along the (H, 0) direction. The left half shows neutron
scattering data collected on the MERLIN spectrometer. Two incident energies were
used, Ei = 20 meV for data in the lower panel, and Ei = 60 meV in the upper panel.
The intensity is in absolute units of mb sr−1 meV−1 f.u.−1. DCSG model simulations
are plotted on the right half of the figure. The simulations have been performed with
J ′/J = 0.05, and JS = 22.5 meV. The simulated charge-disordered ground state was

characterized by a correlation length ξ
‖
C = 5a. The squared magnetic form factor f2(Q)

and the orientation factor for in-plane magnetic fluctuations (see main text) have been
included in the simulations. The simulated intensities have been scaled for ease of
comparison with the data. Reprinted figure from S. M. Gaw et al., Phys. Rev. B, 88,
165121 (2013) [80]. Copyright (2013) by the American Physical Society.

the (H,H) (lower panels) and (0.5, H) (upper panels) directions at three different

temperatures. The spectra are measured with Ei = 60 meV using the oxygen defi-

cient La1.67Sr0.33CoO4 single crystal, which exhibits a very similar spectrum to the

La1.75Sr0.25CoO4 sample at low temperatures. Increasing the temperature will in-

troduce additional thermal disorder and is the same process used by Ulbrich, et al.

to tune the disorder in certain manganate samples [59]. The hour-glass still exists at

the highest measured temperatures of 163 K, though its features are nearly smeared

out. An intermediate T = 124 K spectrum illustrates the progressive broadening



3.4 DCSG Ground State and the Hour-Glass Spectrum 73

 

 

| Q −QAF | (r.l.u.)| Q −QAF | (r.l.u.)

E
n
er
gy

(m
eV

)

| Q −QAF | (r.l.u.)

(c) T = 163K(b) T = 124K(a) T = 6K

−0.5 0 0.5−0.5 0 0.5−0.5 0 0.5

5

10

15

20

25

15

20

25

30

35

40

45

0

5

10

15

20

25

30

35

40

45

0

5

10

15

20

25

30

35

40

45

0

5

10

Figure 3.9: Hour-glass dispersion evolving with temperature. Data measured
using the La1.67Sr0.33CoO4 sample discussed in Section 3.2 and shown to have a have
an effective doping near nh = 0.25. All spectra recorded on the MERLIN spectrometer
with Ei = 60 meV and (a) T = 6 K, (b) T = 124 K, and (c) T = 163 K. The upper
and lower panels show the dispersion along the Q = (H,H) and (0.5, H) directions
respectively, as in Figure 3.8.

of the hour-glass across all energies. The high energy features become more diffuse

with increasing temperature.

The lower resolution Ei = 60 meV measurement at 6 K [Figure 3.9(a)] exhibits

low energy branches that can be resolved by fitting. These branches become un-

resolvable at higher T , but still the intensity visibly narrows in wave vector be-

tween ∼ 5 meV and the waist at ∼ 12 meV. This behaviour is consistent with a

broadened hour-glass spectrum. While these measurements are performed using

the La1.67Sr0.33CoO4 sample, which carries some ambiguity regarding its true com-

position, the results qualitatively show the survival of an hour-glass in a low-doped

cobaltate at higher temperatures.

3.4 DCSG Ground State and the Hour-Glass Spectrum

To describe the measured excitation spectrum, my collaborators Dr E. Andrade

and Prof. M. Vojta simulated the magnetic excitation spectrum arising from short

range stripe order. To do this, they have generated systems with disordered ground
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states leading to frustrated magnetic interactions. These ground states form local

clusters of AFM and striped order and the frustration leads to glassy behaviour.

Hence, the states are described as disordered cluster spin glass (DCSG). This the-

oretical treatment is based on the model proposed for the La1.67Sr0.33CoO4 system

in Ref. [70] but has been extended to describe La1.75Sr0.25CoO4.

3.4.1 DCSG Model

The DCSG ground state is generated in two steps. First, a stable configuration of

disordered charge stripes is generated, and then the magnetic order is simulated.

To derive the charge order, Co2+ and Co3+ position can be modelled as Ising states

(ni = 0 or 1 respectively) in an effective charge Hamiltonian of the form

HC =
∑

m

Vm
∑

〈i,j〉m
ninj . (3.2)

The relative arrangement of ions is determined by the choice of Coulomb interac-

tions Vm. This model is applied to an initial state with perfect charge stripe order

with a 〈nh〉 = 1/4 filling factor characterised by the charge order wave vectors

QC = (0.5± 0.25, 0.5∓ 0.25) and (0.5± 0.25, 0.5± 0.25). The structure is defined

on a finite Na×Na lattice. Monte-Carlo (MC) simulations of this model are used

to find charge configurations which depart from the initially perfect order. Instead,

the configurations are well defined by short range charge stripe correlations. The

disorder can be quantified by the correlation length ξ
||
C (ξ⊥C ) measured parallel (per-

pendicular) to the stripe direction. The correlation lengths are found by Fourier

transforming the generated structure and measuring the width of the charge or-

der peaks. This is analogous to the experimentally measured magnetic correlation

lengths in Section 3.3.1. For large enough N , the charge correlation length scales

with the magnetic correlation length [70]. One such disordered charge configuration

is shown in Figure 3.10(a).

The spin order is found by placing S = 1/2 spins on the Co2+ positions in
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(a)

(b)

Figure 3.10: Disordered charge and spin states arising from DCSG theory.
(a) A disordered charge configuration and (b) the corresponding real-space spin config-
uration. Black (red) circles indicate the position of Co3+ (Co2+) ions. The red arrows
denote the direction of the Co2+ spins. Reprinted figure from S. M. Gaw et al., Phys.
Rev. B, 88, 165121 (2013) [80]. Copyright (2013) by the American Physical Society.
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the charge disordered states. The Co3+ sites are assumed to be non-magnetic. To

describe the interactions between the neighbouring spins, a Heisenberg Hamiltonian

is introduced with the form

Hsp =
∑

〈i,j〉

∑

α

JαijS
α
i S

α
j , (3.3)

where Jij are the exchange parameters and Sαi is the α component of the spin

operator corresponding to the ith spin. The 〈i, j〉 notation indicates that each pair

of spins is counted once. Two exchange interactions, J and J ′, are used, consistent

with the spin wave models of the other La2−xSrxCoO4 compounds and shown in

Figure 3.2(b). Exchange anisotropy is introduced in order to confine the spins to the

ab plane. It is assumed the anisotropy has the same form as the parent compound

with Jx = J(1 + ε), Jy = J , and Jz = J(1− δ) [75]. The parameters δ = 0.28 and

ε = 0.013 are fixed to the values found in La2CoO4. The J ′ exchange is expected

to be much weaker than J and so is assumed to be isotropic. Interlayer coupling

has been neglected in this treatment. MC simulations using this model are used to

find ground state spin structures arising from a particular charge arrangement. An

example is shown in Figure 3.10(b).

The excitation spectrum of Hsp can be calculated from each of the derived

ground states using LSWT on finite lattices. In the one-magnon approximation,

this gives rise to a dynamic susceptibility of the form

χ′′(Q, E) =
[∑

α

∑

ν

|〈ν|Sα(Q)|0〉|2δ(E − Eν)
]

avg
. (3.4)

In this expression, Sα(Q) is the α = {x, y, z} component of the Fourier-transformed

spin operator and |0〉 and |ν〉 are the magnon vacuum and single magnon state

respectively. The energy of the magnon state is Eν and all energies are expressed

in terms of JS such that E = ωJS. The [...]avg notation denotes that χ′′(Q, E) is

calculated by averaging the expression over the 80 spin states calculated from 40
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charge configurations. Numerous states are used to replicate the effect of measuring

a large sample. From the fluctuation dissipation theorem introduced in Chapter 2,

the dynamical susceptibility is proportional to the scattering function (Eq. 2.28),

which is denoted Ssim(Q, E).

3.4.2 Comparison with INS Data

Simulated intensity from the DCSG model is plotted alongside the experimental

measurements in Figures 3.7 and 3.8. For the best possible comparison, the Q-

dependant experimental factors which are present in the magnetic partial differential

cross section are applied to the simulation – see Eq. 2.26. This includes the dipole

form factor of Co2+ [35] and an attenuation factor corresponding to the orientation

factor for in-plane fluctuations (which will be discussed below). The δ-function

in Eq. 3.4 is replaced by a Lorentzian function to introduce a finite width to the

excitations. The Lorentzian has an energy dependent width Γ = 0.1JS.

From Chapter 2, we have seen that the components of Sαα(Q, E) are individu-

ally weighted in the summation by their orientation factor. Therefore, the measured

INS intensity is related to the components by

SINS(Q, E) =
∑

α

(1− Q̂2
α)Sαα(Q, E). (3.5)

This is different from the simulated intensity found using Eq. 3.4, where the summa-

tion and averaging occur without any weighting of the components. In general, the

two expressions in Eqs. 3.4 and 3.5 are not comparable. However, in the particular

case of a system having strong in-plane anisotropy and domain-averaged spin con-

figurations the two expressions are proportional. This can be shown by expanding

the summation in Eq. 3.5, to show the contributing in-plane spin fluctuations in
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the two domains:

〈
SINS(Q, E)

〉
=

1

2

[
(1− Q̂2

a)S
xx(Q, E) + (1− Q̂2

b)S
yy(Q, E)

]

+
1

2

[
(1− Q̂2

a)S
yy(Q, E) + (1− Q̂2

b)S
xx(Q, E)

]

=
1

2

[
(1− Q̂2

a) + (1− Q̂2
b)
]

[Sxx(Q, E) + Syy(Q, E)]

=
1

2
(1 + Q̂2

c)S
sim(Q, E). (3.6)

Here, 〈. . .〉 denotes the domain average in the real crystal. Within each of the

orientation factors, the unit vector components ofQ are defined along the tetragonal

directions a, b, and c. The components of the scattering function are defined in the

Cartesian coordinate system, where x is parallel to the spin direction and y lies

perpendicular to the spin direction but within the plane. Hence, the Q dependent

effects of the in-plane orientation factor can be applied to the simulated intensity

through the factor 1
2(1+Q̂2

c). This treatment is possible as both the experimentally

measured SINS(Q, E) and simulated Ssim(Q, E) are relatively insensitive to out-of-

plane spin fluctuations in the energy ranges presented in Figure 3.7 and 3.8. The

accuracy of this assumption will be further discussed in Section 3.4.3.

All simulations presented have been scaled such that JS = 22.5 meV. This

value was chosen as it matches the position of the main hour-glass features in the

simulations and measurements. The inter-stripe exchange was fixed in the ratio

J ′/J = 0.05. This value was found in Ref. [57] using LSWT based on perfect

period-3 stripes to model the hour-glass in La1.67Sr0.33CoO4. Furthermore, the

value reproduces the measured x = 0.33 sample’s spectrum when the ground state

is modelled as a DCSG [70]. Introducing more holes into the system is not expected

to significantly change the inter-stripe exchange so this J ′/J ratio is assumed for

La1.75Sr0.25CoO4. The amount of disorder is chosen by comparing a number of

simulated spectra to the experimental results. A charge configuration characterised
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by ξ
||
C = 5a gives the best agreement and is used to simulate the results in Figures 3.7

and 3.8.

The DCSG simulations qualitatively match the experimentally measured hour-

glass spectrum. Figures 3.7(f–j) show the distribution of intensity in the Brillouin

zone evolving with energy. Line cuts, shown in Figures 3.7(k–o) highlight two

differences between the simulation and experiment. First, the Q-width of the sim-

ulated peaks is narrower than that measured in the experiments. A portion of

the additional broadening will be due to the spectrometry resolution but this does

not account for all of it. The small energy Lorentzian broadening applied to the

simulations is not enough to introduce any phenomenological broadening which pre-

vious studies have relied upon. The second discrepancy is the overestimation of the

scattering intensity at the QAFM wave vector. This is particularly apparent in Fig-

ures 3.7(l) and 3.7(m), and the lower panels in Figure 3.8. At energies between 5 and

15 meV, intensity in the experimental data forms two resolvable branches dispers-

ing inwards from the incommensurate Qm positions to the hour-glass waist. The

simulations, however, have the greatest intensity centred on QAFM across the same

energy range. This suggests that the simulations include more locally coordinated

AFM regions than are measured in the INS experiment.

While there are discrepancies between the DCSG simulations and measured

data, it is feasible that a better reproduction of the INS data could be achieved

if all the parameters could be exhaustively refined. In this study the parameters

J ′, J , ξ
||
C, and ξ⊥C are all interdependent. An exhaustive fit would involve the

simultaneous fitting of these interdependent parameters. Unfortunately, due to the

very long computation times involved in a single simulation this is unfeasible.

3.4.3 S(E) and Proposed High Energy Spectral Features

The momentum-averaged scattering function provides further insight into the DCSG

ground state. For the individual components of the scattering function, this is de-
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fined as

Sαα(E) =

∫
Sαα(Q, E) dQ∫

dQ
. (3.7)

The quantity Sαα(E) can be considered the density of magnetic states for a given

polarisation. Using the simulated components of the scattering function, the relative

sensitivity to out-of-plane spin fluctuations can be explored. Figure 3.11(a) shows

the individual components of the momentum averaged scattering function found

from the DCSG model. The in-plane Sxx and Syy components dominate at low

energies < 25 meV, while the out-of-plane Szz component is the largest at energies

> 35 meV. These contributions are significantly altered when the components are

weighted by their associated orientation factors in Figure 3.11(b). The orientation

factor has been calculated using the mean value of Q = (0.5, 0.5) for the in-plane

component of scattering vector. The out-of-plane Q component increases with E.

This causes the orientation factor to increasingly suppress Szz at increasing energy

transfers. Therefore, Figure 3.11(b) now shows that in-plane fluctuations dominate

the entire spectrum. A comparison of the in-plane fluctuations Sxx(E) + Syy(E)

against a combined in-plane and contributing out-of-plane fluctuations summation

Sxx(E) + Syy(E) + ηSzz(E) is shown in Figure 3.11(c). The scaling factor η =

2(1− Q̂2
c)/(1 + Q̂2

c) is the ratio of out-of-plane to in-plane orientation factors – see

Eq. 3.6. The out-of-plane fluctuations contribute at most 15% of the total scattering

intensity, as seen from Figure 3.11(c). This confirms that the experimental spectrum

is dominated by in-plane magnetic fluctuations.

Following on from this treatment, the simulated Sxx(E) + Syy(E) intensity can

be compared to the experimental value. To extract S(E) from the measured spec-

trum, the four-peak pattern of bivariant Lorentzians was fitted to constant E slices

in the same way as described for the elastic data in Section 3.3.1. The form factor

and the effective orientation factor for in-plane fluctuations (Eq. 3.6) are included

in the fitting pattern to remove their influence from the total scattering intensity

found. The plotted values can be expressed as (γr0/2)2Sexpt(E). Alongside the ex-
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Figure 3.11: The effect of the orientation factor on the components of the
scattering function. (a) Momentum-averaged partial scattering functions Sxx (blue

line), Syy (red line) and Szz (green line), simulated for the case where ξ
‖
C = 5a,

J = 22.5 meV and J ′/J = 0.05. (b) The partial scattering functions weighted by
the orientation factors in the INS cross-section. The orientation factors are calculated
from the variation of Q with energy in the time-of-flight spectrum, with the in-plane
component of Q fixed at (0.5, 0.5). The neutron incident energy was Ei = 60 meV,
as used in the experiment. (c) Comparison of the scattering from the in-plane fluc-
tuations Sxx + Syy (solid black line) with the actual combination of scattering func-
tions present in the experimental INS spectrum, Sxx(E) + Syy(E) + ηSzz(E) with
η = 2(1 − Q̂2

c)/(1 + Q̂2
c) (dashed black line). The in-plane fluctuations are seen to

dominate the experimental spectrum over the entire bandwidth. Reprinted figure from
S. M. Gaw et al., Phys. Rev. B, 88, 165121 (2013) [80]. Copyright (2013) by the
American Physical Society.
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Figure 3.12: Momentum-averaged scattering of La1.75Sr0.25CoO4and scaled
DCSG simulations. Experimental points are calculated by the method described
in the text from the INS spectra recorded on MERLIN. Blue (green) points indicate
values fitted to data measured with Ei = 20 meV (60 meV). DCSG simulations of the

in-plane magnetic scattering for ξ
‖
C = 5a disordered stripes (solid line) and ξ

‖
C = ∞

perfect stripe order (dotted line) are also plotted. Both simulations are performed with
JS = 22.5 meV and J ′/J = 0.05. The simulated intensities have been scaled for ease
of comparison with the data. Reprinted figure from S. M. Gaw et al., Phys. Rev. B,
88, 165121 (2013) [80]. Copyright (2013) by the American Physical Society.

perimental data points, the simulated in-plane scattering function [Sxx(E)+Syy(E)]

is plotted for the cases of perfect period-4 stripes (dashed line) and the ξ
||
C = 5a

DCSG ground state (solid line). The simulations have been scaled for comparison

with the experimental data.

The DCSG simulation matches the experimental data points well at low energies

in Figure 3.12. This is in contrast to the results for perfect stripes which show

some discrepancies. Most prominently, the introduction of disorder in the model

lowers the waist of the hour-glass from 15 meV in the perfect stripe spectrum to

approximately 12 meV in the DCSG simulation. A similar down shift was observed

in the DCSG simulations of La1.67Sr0.33CoO4 [70]. At higher energies, additional

features are present in the simulations. These features extend up to energies of 4JS,
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corresponding to the maximum bandwidth due to reversing a spin in a four-nearest

neighbour AFM arrangement. Such an environment exists for spins in the middle

of the Co2+ region of period-4 stripes. Unfortunately, these features are too weak

in the measured data to analyse meaningfully.

3.5 Conclusions

This Chapter reports evidence for short-range stripe order in La1.75Sr0.25CoO4 as

well as measurements of an hour-glass spectrum. These results demonstrate that

stripe order exists at lower doping in the layered cobaltates than previous proposed

by Cwik, et al. [66]. The hour-glass exhibits broader features than those previously

reported in cobaltates, cuprates, or manganates. This highlights the robustness of

the hour-glass to disorder, further evidenced by the measurements of the hour-glass

at higher temperatures. Such a broadened hour-glass is qualitatively reproduced

by LSWT based on a DCSG ground state. Further study of the higher energy

spectrum above the hour-glass may reveal more about the local AFM correlations

in this highly disorder system. Understanding the emergence of AFM in this striped

region of the phase diagram may shed light on the true nature of disorder in the

DCSG state.
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4.1 Introduction

Cupric oxide, or tenorite, is a naturally occurring binary compound containing Cu2+

ions and oxygen. It has been studied at various times in various fields, and is one

of the initial magnetic compounds investigated by Brockhouse after the develop-

ment of neutron scattering [84]. With the discovery of the cuprate unconventional

superconductors, CuO was the target of extensive study as the simplest cuprate

material. However, interest waned as it became apparent that CuO demonstrates

very different physics from that of the layered cuprates which exhibit superconduc-

tivity. Instead of the quasi-two dimensional (2D) magnetism exhibited by the sup-

erconducting cuprates, CuO shows strong quasi-one dimensional (1D) magnetism,

leading to it being described as a S = 1/2 antiferromagnetic (AFM) spin chain

system [85, 86].

In 2008, interest in CuO was renewed after Kimura, et al. [87] demonstrated

that it exhibits multiferroic behaviour within a narrow but relatively high tem-

perature phase. Strong magnetoelectric coupling has been demonstrated in this

phase [88]. The existence of the multiferroic phase at high temperatures has led

many to speculate over the mechanism coupling the magnetism and ferroelectricity

in CuO [89–91]. To date, the experimental data measured on CuO is unable to

distinguish between the proposed theorectical mechanisms. Therefore, the precise

nature of multiferroicity within CuO is currently not understood. The aim of the

work described in this thesis was to obtain quantitative information on the magnetic

interactions that determine the unusual magnetic and magnetoelectric properties of

CuO.

4.1.1 Crystal and Magnetic Structure

Cupric oxide crystallises in the monoclinic C2/c space group with room temperature

lattice parameters a = 4.684 Å, b = 3.423 Å, and c = 5.129 Å [92]. The lattice angle

β = 99.54◦ separates the a and c axes. The unit cell contains four Cu atoms and
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(a)(a) (b)

[1,0,1]

[1,0,1]

Figure 4.1: The crystal structure of CuO. (a) The monoclinic unit cell of CuO.
Cu and O atoms are depicted as blue and red spheres respectively. (b) The square
planar oxygen environment of each Cu atom is shaded in blue. The crystal structure
is comprised of buckled Cu-O-Cu ribbons parallel to the [1, 0, 1] and [1, 0, 1̄] directions.
The square planar oxygen arrangement surrounding successive Cu atoms along the
ribbons are tilted in alternating directions.

this structure is shown in Figure 4.1(a). Each Cu atom is surrounded by four O,

creating a local square-planar environment. Neighbouring CuO4 plaquettes corner

share oxygen atoms and the relative Cu-Cu and Cu-O distances mean that the

plaquettes are tilted out of the ac plane in alternating directions. This feature of

the structure is highlighted in Figure 4.1(b). CuO can, therefore, be considered as

buckled Cu-O-Cu ribbons parallel to the [1, 0, 1] and [1, 0, 1̄] directions.

Certainly two, and probably three, long range magnetic orders develop in CuO

below TN3 = 230 K. Cupric oxide adopts a collinear AFM ground state spin struc-

ture below TN1 = 213 K [85, 93]. Spins align parallel to the b axis and are anti-

ferromagnetically aligned along [1, 0, 1̄] and ferromagnetically aligned in the [1, 0, 1]

direction. This structure is designated AF1 and is characterised by the order-

ing wave vector Q = (1/2, 0,−1/2). It is shown in Figures 4.2(a) and 4.2(b).
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The stability of this magnetic ordering is understood by considering the Cu-O-Cu

bond angles in each direction [93]. The bond angle along the [1, 0, 1̄] direction is

146◦ which approaches the 180◦ angle favoured by AFM exchange according to

the Goodenough-Kanamori-Anderson (GKA) rules [2, 3]. The bond angle in the

[1, 0, 1] direction is 109◦, much closer to the 90◦ which promotes ferromagnetic (FM)

interactions. These two directions connect Cu2+ ions equally displaced along the

b axis. Therefore, the magnetic structure can be viewed as two inter-penetrating

AFM sublattices separated by an offset along b.

Between TN1 and TN2 ≈ 229.3 K, an incommensurate spin structure develops

[93–95]. It is characterised by the propagation vector κ = (0.506, 0,−0.483) and the

spins adopt a spiral structure, rotating in the plane defined by the b∗ and (0.506a∗+

1.517c∗) vectors [94, 95]. This order is designated AF2. Various mechanisms have

been put forward to explain why such a spiral ordering is energetically favourable

at higher temperatures. Some of these will be discussed in the next section.

Finally, recent measurements have shown evidence for a third magnetically or-

dered phase between TN2 and TN3 ≈ 230.0 K [96, 97]. Measurements are consistent

with this being some collinear AFM arrangement of spins different from the AF1

phase [96], however, the magnetic structure has not been experimentally deter-

mined.

4.1.2 Quasi-1D Magnetic Behaviour

Above TN3 significant magnetic correlations persist in CuO and there is evidence

for one-dimensional (1D) magnetic behaviour. This was first reported based on

measurements of the magnetic susceptibility. There is significant deviation from

the expected Curie-Weiss susceptibility behaviour in the high-temperature param-

agnetic phase of CuO. This manifests as a broad peak centred on 540 K [98] and is

consistent with the paramagnetism of 1D AFM chains [99, 100].

Subsequent inelastic neutron scattering (INS) measurements reported the low
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Figure 4.2: Schematic diagram of the AF1 magnetic order and inter-chain
Brillouin zone of CuO. (a) The magnetic order projected onto the ac plane. The
displacement along the b axis is shown by plotting atoms as filled circles (open squares)
which correspond to Cu atoms located at b = 0 (b = 1/2). This b axis displacement
divides the magnetic structure into two sublattices. Spin are orientated parallel to the
b axis, with dots (crosses) denoting spins pointing out of (into) the page. The simplified
magnetic unit cell containing four Cu atoms is depicted by the grey shaded area and
the am and cm magnetic lattice vectors are labelled. (b) The magnetic order projected
onto the bc plane. Only atoms on the left-most half of (a) are shown (ie. those Cu2+

ions with the two lowest a axis components). The displacement of the atoms along a
is denoted by filled (a = 0) and open (a = 1/2) arrows. The arrow denotes the spin
directions of each Cu2+ ion. In both (a) and (b) the exchange parameters considered
in the analysis are labelled. (c) Diagram of the relevant reciprocal space directions
of CuO. The dashes line indicates the direction perpendicular to both (0,K, 0) and
(H, 0, H). The path through the inter-chain dispersion direction is shown. This path
begins at an AFM zone centre at Γ = (1/2, 0,−1/2). The other high symmetry points
are labelled.

energy spin wave dispersion along several reciprocal lattice directions [85, 86]. The

dispersions are consistent with a large discrepancy between the exchange interac-

tions parallel to the (H, 0,−H) direction compared to those along the (H, 0, H) and
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(0,K, 0) directions. The differences between the interaction strengths are also con-

sistent with the GKA theory for different Cu-O-Cu bond angles. These differences

lead to quasi-1D magnetic behaviour in CuO. Further INS measurements probed

the high energy part of the magnetic spectrum along the AFM chain direction [101]

and successfully modelling it using the the Müller ansatz, a phenomenological model

for S = 1/2 Heisenberg AFM chains [102].

4.1.3 Multiferroicity in CuO

In 2008, Kimura, et al. [87] reported that the AF2 phase of CuO has a reversible

ferroelectric polarisation. This polarisation is induced by the spiral magnetic order,

which breaks inversion symmetry. CuO is, therefore, an improper multiferroic. A

strong magnetoelectric coupling has been reported, evidenced by an applied elec-

tric field switching the relative domain populations associated with the chiral AF2

magnetic order [88] (however, an applied electric field has little effect on the bulk

magnetisation [103]).

CuO has created excitement amongst researchers because of the relatively high

temperature of its multiferroic phase. Additionally, before the recent evidence for

the very narrow commensurate AFM phase between TN2 and TN3 [96, 97], the

emergence of a multiferroic phase directly from a PM state contrasted the typical

behaviour of improper multiferroics [104–106]. This, and the relatively high temper-

ature of the multiferroic phase, led to the proposal of various mechanisms explaining

how a spiral spin structure could be stabilised in CuO. Giovannetti, et al. [89] pos-

tulate that the combined effect of the Dzyaloshinskii-Moriya (DM) interaction and

spin-lattice coupling act to stabilise the spin-canting and polarisation. Jin, et al.

[91] theorise that weakly frustrated inter-sublattice interactions drive CuO into its

spiral ordered phase. Tolédano, et al. [90] put forward a strong triggering-coupling

mechanism of two AFM order parameters which explains the relative sequence and

nature of the TN1 and TN2 phase transitions in CuO. All these theories identify the
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DM interaction as causing the polarisation but some underlying magnetic interac-

tion is responsible for the creation of the necessary spiral order.

In this Chapter, I shall present INS measurements of CuO in the AF1 collinear

phase. The measurements probe the entire extent of the magnon and spinon spec-

trum, considerably extending previous studies which were restricted to limited en-

ergies and directions in momentum space. The observation of magnetic excitations

reveal information about the dominant interactions within CuO. This can be used as

a test for the proposed mechanisms giving rise to the multiferroic AF2 phase. High

energy excitations are measured parallel to the real space [1, 0, 1̄] direction and are

consistent with quasi-1D spin-1/2 AFM chain behaviour. Furthermore, measure-

ments are shown suggesting the presence of a magnetic mode due to longitudinal

fluctuations. Significant inter-chain excitations are observed at lower energies, ex-

tending up to 80 meV. The quasi-1D spectrum is analysed using the Müller Ansatz

and the dominant exchange parameter is found to be Jch =143.6(8) meV (after

quantum renormalisation). The inter-chain spectrum is compared to a linear spin

wave model derived from a Heisenberg Hamiltonian. In order to accurately describe

the spectrum, two previous unconsidered interactions must be included to produce a

phenomenological model for CuO. The first is an additional next-nearest neighbour

exchange which describes interactions in the [1/2, 1, 1/2] direction. The second is

the redefinition of the nearest neighbour inter-sublattice exchange interaction into

two symmetry inequivalent interactions.

4.2 Sample Preparation and Characterisation

4.2.1 Crystal Growth

Single crystal samples of CuO were prepared by Dr D. Prabhakaran using the

floating-zone growth technique. The method has been previously reported in Ref. [107].

CuO is difficult to grow as a single crystal and sample quality is highly dependent

on the preparation conditions. The monoclinic structure of CuO make the growth
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Figure 4.3: Magnetic susceptibility measured in CuO. Data recorded by apply-
ing a 1000 Oe field roughly parallel to the b∗ axis (black). The FC (circle markers) and
ZFC (diamond markers) susceptibilities are approximately equal across the full tem-
perature range measured. The expected transition temperatures of 213 and 230 K are
denoted by the dashed lines. The insert shows ZFC data measured by Dr P. Babkevich
on a CuO sample from the same batch as used in this study [88]. Clear transitions can
be observed in all three reciprocal lattice directions (labelled).

of twinned phases and multi-grain cyrstals very common. In some cases, single

crystals could be extracted by cleaving, however, this was not always the case. In

total, 20 growths were performed in order to produce six high-quality single crystals

used in the neutron scattering experiments.

4.2.2 Magnetic Characterisation

Figure 4.3 shows the measured susceptibility of CuO. The main figure presents

the field-cooled (FC) and zero-field-cooled (ZFC) susceptibilities, when a magnetic

field of 1000 Oe was applied approximately parallel to the b∗ direction. Anomalies

are present at 213 and 230 K consistent with the expected behaviour of CuO. For

T > 230 K, the susceptibility is observed to increase with increasing temperatures.

This is consistent with 1D AFM behaviour [100]. Note, that the transitions are not

as well defined as those previously reported because of a slight misalignment of the
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sample [87, 108]. The insert in Figure 4.3, shows complementary ZFC measurements

performed by Dr P. Babkevich on a CuO sample grown in the same batch as those

used in this chapter. An applied field of 1000 Oe was aligned parallel with the

three reciprocal lattice directions. The data show clear transitions at the expected

temperatures. The line shape of the three susceptibilities is in good agreement with

previous results. There is no evidence for any magnetic impurity phases.

4.2.3 Crystal Quality Checks and Alignment

As CuO single crystals are difficult to grow, extensive quality checks were performed

using X-ray and neutron Laue diffraction to ensure only samples of high crystal

quality were used in the subsequent experiments. Figure 4.4(a) shows an example

X-ray Laue image centred on the (1, 0, 1) reflection illustrating the high crystal

quality of the samples used. A small mosaic spread (characterised by an angle of

η = 2◦) was found in the crystals. Such a mosaic appears unavoidable in large

crystals of CuO. Due to the small magnetic moment in CuO [85, 109] a large mass

of crystal was required to perform inelastic neutron scattering experiments. To

achieve this six single crystals, with a combined mass of 32.5 g, were co-aligned –

see Figure 4.4(b). The large size of the individual crystals, and their monoclinic

structure, made a coalignment within the 50×50 mm cross-sectional area of the ISIS

neutron beam difficult. The in-plane mosaic of the coaligned sample was measured

for the (2, 0, 0) and (0, 0, 2) Bragg peaks on the MAPS spectrometer and is shown

in Figure 4.4(c). The mosaic angle (defined as the Bragg peak half width at half

maximum (HWHM) when measured in scattering angle) was found to be η ≈ 3◦.

This mosaic will be accommodated for in the subsequent resolution convolution

when analysing the INS data in Section 4.4.2.
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(a) (b)

Figure 4.4: Crystal quality and co-alignment of the CuO sample. (a) X-
ray Laue diffraction pattern measured with the incident beam parallel to the (1, 0, 1)
direction. The sharp peaks demonstrate the high quality of the individual crystals.
(b) Photograph of the six co-aligned single crystals of CuO used as the sample in
the neutron experiments on the MAPS and MERLIN spectrometers. (c) The in-plane
mosaic of the (2, 0, 0) (green) and (0, 0, 2) (blue) Bragg peaks of the co-aligned sample
measured on the MAPS spectrometer.

4.3 Inelastic Neutron Scattering Measurements

Neutron experiments were performed on the co-aligned array of single crystals us-

ing the MERLIN and MAPS spectrometers at the ISIS facility, UK. Multi-angle

scans were performed on MERLIN using Ei = 90, 135, and 180 meV configurations.
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Figure 4.5: Experimental geometry for CuO measured on IN20 with uni-
axial polarisation analysis. Blue arrows indicate the spectrometer geometry as
defined by the three orthogonal directions x, y, and z. The direction x is parallel
to the scattering vector Q. The y direction is perpendicular to x and with x defines
the horizontal scattering plane. z is perpendicular to both x and y and defines the
out-of-plane direction. The crystal orientation (green) is shown with (H, 0, L) in the
horizontal scattering plane. Spins in the AF1 phase of CuO are orientated along the
b∗ direction. Three neutron polarisations (red) are measured, parallel to x, y, and z.

A similar multi-angle scan was performed on MAPS using Ei = 160 meV. In each

case, (H, 0, L) was in the horizontal scattering plane and the sample was rotated

about the b axis in 1◦ increments. Additionally, fixed orientation scans were per-

formed on MAPS using Ei = 300 and 500 meV. In these measurements the crystal

was orientated with the [1, 0, 1̄] chain direction perpendicular to ki while (H, 0, L)

remained in the horizontal scattering plane. The energy resolution of all these mea-

surements is characterised by a full width at half maximum (FWHM) broadening of

approximately 5% of Ei at E = 0. The broadening decreases with increasing energy

transfer. A standard vanadium sample was measured to allow the detector efficien-

cies to be normalised and all intensities to be expressed in absolute units. Data

were recorded at 5 and 6 K for the MERLIN and MAPS experiments respectively.

Polarised inelastic neutron scattering measurements were performed on the
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largest individual crystal of CuO used in the co-aligned array. This had a mass

of 6.7 g. The experiment was performed on the IN20 triple axis spectrometer (TAS)

at the ILL, France. The crystal was aligned with (H, 0, L) parallel to the horizontal

scattering plane. Heusler (1,1,1) crystals were used in a doubly focussing monochro-

mator and horizontally focussing analyser to perform uniaxial polarisation analysis.

A Helmholtz coil was used to adiabatically change the orientation of the neutron

beam polarisation. The polarisation was directed parallel (x) and perpendicular

(y, z) to the scattering vector Q. The relative directions of the polarisation, and

orientations of the crystal and spectrometer are defined in Figure 4.5. This set up

allows the magnetic scattering from spin components in the (H, 0, L) plane Mac

to be separated from out-of-plane spin components Mb. As the spins in CuO are

aligned parallel to the b axis in the AF1 phase, Mac and Mb correspond to transverse

and longitudinal magnetic fluctuations, respectively, when E 6= 0. Additionally, po-

larisation analysis allows the nuclear and magnetic scattering to be separated. The

sensitivity of each polarisation direction depends on the type of scattering process

and is summarised in Table 4.1. Line scans were measured with a fixed final wave

vector of either kf = 2.662 or 4.1 Å−1. The flipping ratios of all three polarisation

directions were measured using kf = 2.662 Å−1 at the (2, 0,−2) nuclear Bragg peak.

The ratios were Rx = 12, Ry = 12, and Rz = 21, corresponding to polarisation

efficiencies of between 85–91%. All data were recorded at a temperature of 1.5 K.

4.3.1 1D Magnetic Behaviour

Figure 4.6 shows the high energy excitation spectrum measured on the MAPS spec-

trometer. The wave vector axis is parallel to the [1, 0, 1̄] chain direction which

is not exactly parallel to the (1, 0,−1) direction because of the monoclinic lat-

tice [Qch = (0.93q, 0,−1.09q) when defined in reciprocal lattice units (r.l.u.) of

2π/d[0.5,0,−0.5]]. Scattering in perpendicular wave vector directions has been inte-

grated and the dispersion has been symmetrised about the Qch = 0 position. The
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Polarisation Interaction Type Sensitivity Label

P = x || Q
SF Mac +Mb xx̄

NSF Nuclear xx

P = y ⊥ Q
SF Mb yȳ

NSF Nuclear+Mac yy

P = z ⊥ Q
SF Mac zz̄

NSF Nuclear+Mb zz

Table 4.1: Summary of the sensitivity of polarisation channels measured
during the CuO experiment on IN20. The three orthogonal polarisation directions
x, y, and z (defined in Figure 4.5) lead to spin-flip (SF) and non-spin-flip (NSF)
scattering processes that are sensitive to different components of the magnetisation
and nuclear interactions. The channels are labelled as αα for NSF and αᾱ for SF
scattering processes, where α = {x, y, z}.
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Figure 4.6: The spinon excitation spectrum measured in CuO. Data recorded
on the MAPS spectrometer with Ei = 300 meV. The inter-chain (H, 0, H) and (0,K, 0)
directions have been integrated over and the spectrum has been symmetrised about
the Qch = 0 position to improve counting statistics. Intensities have been multiplied
by the energy dependant scaling factor [(Eβ)/(1 − exp(−Eβ))]2. This has a similar
form to the Bose population factor and β = 1/kB100 was used to best highlight the
lower boundary of the spinon continuum. The black lines shows the lower and upper
boundary of the spinon continuum calculated for an ideal S = 1/2 AFM chain using
the des Cloizeax dispersion [6] with J = 91.4 meV.

intensities have been scaled by an energy dependent factor to ensure that spectral

features across a large energy range are visible. A clear sinusoidal dispersion of in-
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tensity is observed between 50 and 140 meV. A continuum of scattering is measured

at higher energies, extending up to ∼ 280 meV. As an alternative view, Figure 4.7

shows unsymmetrised wave vector cuts between −2 < Qch < 2 r.l.u. measured on

MAPS using Ei = 300 meV.

For comparison, the upper and lower boundary of the two spinon continuum is

plotted alongside the spectrum in Figure 4.6. These boundaries are defined using

the des Cloizeax-Pearson dispersion [6] for an ideal S = 1/2 AFM chain described

by the Heisenberg Hamiltonian

H = J
∑

〈i,j〉
Si · Sj , (4.1)

and have the form

El(Qch) =
πJ

2
| sin(2πQch)|, (4.2)

Eu(Qch) = πJ | sin(πQch)|. (4.3)

For this comparison, the exchange parameter J = 91.4 meV has been used. The

dispersing peaks observed in the cuts correspond well to this theoretical continuum

and are consistent with S = 1/2 AFM chain behaviour.

4.3.2 3D Magnetic Behaviour

At lower energy transfers, the weaker inter-chain exchange couplings become signif-

icant and a 3D magnetic excitation spectrum can be observed in CuO. Figure 4.8

shows the measured inter-chain excitations across a plane contained within the full

3D monoclinic Brillouin zone (BZ). A schematic diagram of this inter-chain plane

is shown in Figure 4.2(c). This plane is centred on a magnetic Bragg peak position

at Γ. The other high symmetry points of the BZ that lie within the 2D plane are

labelled in Figure 4.2(c). These positions define the wave vector path of Figure 4.8.

Due to the data coverage of the multi-angle scanning technique, data in Figure 4.8
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Figure 4.7: Wave vector cuts across the spinon continuum spectrum of CuO
and the fit to the Müller ansatz. Data points (black markers) were measured on
the MAPS spectrometer using Ei = 300 meV. The line cuts are measured at constant
energies increasing from (a) to (j). All cuts are integrated across a 20 meV range to
improve statistics. The average energy 〈E〉 after this integration is recorded in each
sub panel. All intensities are recorded in absolute units of mb sr−1 meV−1 f.u.−1. The
global fit to the Müller ansatz convolved with the MAPS resolution function is shown
(red line) and is described in the main text.
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derive from planes centred on several magnetic Bragg peaks. Compiling data from

these various zones offers an excellent view of the magnetic excitations, however,

there are discrepancies in the intensities between some panels. This is most no-

ticeable in the intensity of the lowest energy phonon which appears discontinuous.

Note that previous studies of the 3D magnetic excitations in CuO were restricted

to the Γ→M and Γ→N directions [86]. Therefore, the Γ→X and X→M and X→N

paths are reported here for the first time.

The inter-chain spectrum shows clearly dispersing intensity extending up to

80 meV. The modes appear degenerate across most of the spectrum. However, the

intensity is broad, suggesting some small splitting of the modes. There is clear

evidence for splitting at the minimum of the dispersion at the zone centre position

Γ. Unfortunately, the precise position of the gaps at Γ associated with each mode

is obscured by low energy phonons (which weakly disperse between 10 − 20 meV).

The energy and nature of the gaps shall be revisited in our measurements using

polarised neutrons in the next section.

While Figure 4.8 shows the spectrum in the plane in reciprocal space that is

approximately perpendicular to the chains, the true 3D BZ will include additional

high symmetry points with a component of Q parallel to the (H, 0,−H) direction.

This direction approximately coincides with the quasi-1D chain direction [1, 0, 1̄].

Therefore, the behaviour of the spectrum along the (H, 0,−H) direction is domi-

nated by the 1D physics observed in the previous section. This makes mapping the

spectrum throughout the full 3D BZ very difficult because of two effects. First, the

dispersion extends to much higher energy along (H, 0,−H), reaching a maximum

at Qch = QAFM ± 0.25, see Figure 4.6. At such high energies the small dispersion

introduced by the inter-chain coupling is impossible to resolve in the data. Sec-

ondly, the intensity is suppressed at the minima of the spinon continuum’s lower

boundary at the 1D zone boundary (ie. at Qch = QAFM ± 0.5 positions) as seen in

Figure 4.6. Hence, no inter-chain dispersion can be observed in the data around the
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Figure 4.8: The measured inter-chain excitation spectrum of CuO. Data were
recorded using the multi-angle scan method on the MAPS spectrometer with Ei =
160 meV. The 2D slices shown are centred around several zone centre Γ positions. The
high (> 48 meV) and low (< 48 meV) energy data are centred on the Γ = (−1.5,K, 1.5)
and Γ = (−1.5,K,−0.5) positions respectively. Both K = 0 and 1 are used at different
points in the high and low energy data to improve the total data coverage. The labelled
high symmetry position are defined in Figure 4.2(c). Data has been integrated across
a small wave vector range (0.1 r.l.u. wide), perpendicular to each dispersive direction,
to improve statistics. The intensity in each panel is equally scaled and is recorded in
absolute units of mb sr−1 meV−1 f.u.−1.

Qch = QAFM±0.5 positions because of the suppression of intensity by the dominant

structure factor effects associated with the 1D chain.

4.3.3 3D to 1D Crossover Behaviour

The data presented in Section 4.3.1 gives clear evidence for 1D magnetic behaviour

at high energy transfer and Section 4.3.2 demonstrates that 3D magnetic behaviour

exists at lower energies. The magnetic behaviour at the crossover between these

two regions of the excitation spectrum is expected to be inconsistent with models

for either 1D or 3D magnetism. Most prominently, an excitation mode associated

with longitudinal magnetic fluctuations is predicted at energies above the transverse

fluctuation modes and below the spinon continuum [110, 111]. Such a mode has

been measured in KCuF3, a very weakly-coupled quasi-1D S = 1/2 Heisenberg

AFM [112].
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Figure 4.9 outlines the evidence for a longitudinal mode in CuO. The presented

line cuts show the subtracted SF intensity isolating the Mb component of magnetic

scattering – see Table 4.1. The IN20 spectrometer is not optimised for high energy

measurements. Hence, the incident flux at high energies is relatively low, which

leads to relatively large statistical errors associated with each data point. As the

measured flipping ratios are large, any leakage between SF and NSF channels will

be small. Therefore, no correction for the imperfect flipper efficiency has not been

applied to avoid any further worsening of the errors on the data.

Figure 4.9(a) presents an energy line cut showing the Mb scattering at the

QAFM = (2.5, 0,−2.5) BZ centre. The mean intensity – around which the data

points fluctuate – markedly increases above 63 meV. This is consistent with the on-

set of weak longitudinally fluctuating excitations. Figures 4.9(b) and 4.9(c), show

Mb wave vector line cuts along the (H, 0,−H) direction at E = 65 and 70 meV

respectively. A single peak is observed centred approximately on the QAFM posi-

tion at 65 meV. This branches into two peaks at 70 meV. The localisation of Mb

scattering intensity in wave vector and the subsequent splitting of the intensity is

consistent with the dispersive behaviour of a mode. Such behaviour does not arise

due to continuum scattering, where longitudinal fluctuations are also expected.

Unfortunately, a spurious signal [centred on 83 meV in Figure 4.9(a)] and a further

decrease of incident flux prevented higher energies from being investigated. Hence,

the onset of the spinon continuum could not be measured for comparison.

The large statistical errors in Figure 4.9 make any analysis of the high-energy

polarised neutron data difficult and so further measurements are required to confirm

these findings. The current data can, however, be compared to the theory proposed

in Refs. [110, 111]. This model is described by Lake, et al. [112], who also show that

it is an excellent description of the behaviour of KCuF3. However, CuO is not well

described by this theory. The expression for the dispersion of the the longitudinal
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fluctuation mode, defined in Ref. [112] and applied to the case of CuO, is

EL(Q) =

√
π2J2

4
sin2(2πQch) +M2

(
3−

γ[cos(2πQ(1,0,1)) + cos(2πK)]

2

)
, (4.4)

where γ ≈ 0.491 is a constant and M is the transverse fluctuation mode energy at

the inter-chain zone boundary (ie. at positions M or N). Note, that the model is

derived for a single inter-chain coupling. Therefore, an average value of the mode

energy at M and N was used for CuO. Q(1,0,1) defines the wave vector direction

perpendicular to the chains and within the ac-plane. Using the expression, the

model predicts the energy minimum to lie at ∼ 120 meV. Only if the zone boundary

energy M is significantly underestimated (to be ∼ 40 meV at the M and N positions)

does the theory predict the measured minima at 63 meV. Why the model would

over-estimate the energy of the mode in a material with more significant inter-chain

coupling is an open question. However, it should be noted that the model is derived

for an unfrustrated system [112] and so deviations from the theory should perhaps

be expected in highly frustrated CuO.

4.3.4 Anisotropic Magnetic Excitation Gap

Figure 4.10 shows the measured gap of the magnetic excitation spectrum at three

magnetic zone centre positions. Uniaxial polarisation analysis was used to separate

the magnetic and phonon scattering at low energies. The measured polarisation

channels, outlined in Table 4.1, have been subtracted to separate the individual

components of magnetic and nuclear scattering while also removing the instrumen-

tal background. The intensity measured has been corrected for the magnetic form

factor of Cu2+ ions. Figure 4.10(a) depicts the gap associated with transverse mag-

netic fluctuations measured atQAFM = (0.5, 0,−0.5) and (1.5, 0,−1.5). As outlined

in Section 2.2.3, neutrons are only sensitive to the component of magnetisation per-

pendicular to the scattering vector. Therefore, measurements with Q || (H, 0,−H)

are only sensitive to one component of the in-plane spin fluctuations, denoted M ′ac.
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Figure 4.9: Evidence for a longitudinally fluctuating magnetic mode in
CuO. (a) Energy line cut of the subtracted Mb scattering centred on the QAFM =
(−2.5, 0, 2.5) wave vector. A step function is fitted to the data and shown as a black
line. There is an increase of intensity at 63 meV. Wave vector line cuts of the subtracted
Mb intensity are presented at (b) E = 65 meV and (c) E = 70 meV. Gaussian peaks
have been fitted to both the cuts and are shown as black lines. The increased intensity
above 63 meV is centred on the QAFM wave vector and is consistent with a dispersive
mode. Filled data points in each panel denote the points which have been included in
the fits.
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Figure 4.10: The anisotropic magnetic excitation gap of CuO. (a) The broad
gap measured at Q = (0.5, 0,−0.5) (filled circles) and (1.5, 0,−1.5) (open circles).
The subtracted intensities associated with in-plane (blue) and out-of-plane (green)
magnetisation and nuclear scattering (black) are shown. (b) The sharp gap measured
at Q = (−0.5, 0,−1.5). Here, open blue circles denote high energy data measured in
the zz̄ channel which has had a background subtracted to match the subtracted M ′′ac
scattering at low energies. All intensities have been measured with kf = 2.662 Å−1 and
corrected for the effect of the magnetic form factor.

A steady onset of M ′ac scattering is observed, beginning at 2 meV and plateauing

at 11 meV. A second, higher energy gap is measured above 21 meV. These two gaps

provide evidence for a splitting of the spin wave modes at the magnetic zone centre.

Figure 4.10(b) shows both gaps measured at QAFM = (−0.5, 0,−1.5). Mea-

surements with Q || (H/3, 0, H) are sensitive to components of magnetisation M ′′ac,

which are roughly perpendicular to M ′ac. The magnetic scattering begins at 6.5 meV

and increases up to 9 meV, revealing a much sharper low energy gap than seen in

Figure 4.10(a). Not all polarisation channels could be measured at this wave vec-
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tor up to the higher energy gap. Therefore, it was impossible to find M ′′ac at high

energies by subtracting the SF channels. Instead, the high energy gap shown in

Figure 4.10(b) is measured in the zz̄ channel which is only sensitive to in-plane

fluctuations. This was shifted to match the subtracted M ′′ac data at lower energies

to effectively correct for a constant energy background. The onset and width of

the higher energy gap is approximately equal to that measured in the (H, 0,−H)

direction. To better understand the significantly different low energy gap widths,

simulations of the spectrometer resolution were performed using the Rescal soft-

ware [42]. These predict a broadening with a FWHM of ∼ 1.5 meV across low

energies at all measured wave vectors. This resolution is consistent with the M ′′ac

gap measured at Q = (−0.5, 0,−1.5) but it does not account for the broad M ′ac gap

measured at Q = (0.5, 0,−0.5) and (1.5, 0,−1.5).

The differences between M ′ac and M ′′ac reveal the gap to be anisotropic. To

understand why this might be the case, the nature of the spin anisotropy must

be considered. The anisotropy can be a single-ion effect, created by the crystal

field and spin-orbit coupling. Alternatively, it could be a two-ion effect due to

exchange anisotropy. In this treatment, we shall only consider the single-ion effects.

The local anisotropy experienced by an individual spin arises from the spin-orbit

coupling to the crystal field produced by the square planar oxygen environment

surrounding each Cu2+ ion. This crystal field will energetically favour the spin being

perpendicular to the oxygen plaquette. As shown in Figure 4.1, these plaquettes

are tilted in alternating directions along the [1, 0, 1̄] direction. Hence, the ground

state arrangement of spins lying parallel to the b axis is an energetic compromise

between the local anisotropy and the strong AFM coupling between neighbouring

spins [95]. Therefore, spins fluctuations may experience a lower excitation gap when

fluctuations allow them to better satisfy the local anisotropy.

The effect of this alternating local anisotropy can be considered for a simplified

two spin system. Each spin is placed at the centre of an alternating oxygen envi-
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Mean Field Energy (Arb. Units)

Q ⊥ (H/3, 0, H)

Q ⊥ (H, 0,−H) Qch

- +

Figure 4.11: The mean field energy of all collinear spin orientations in a
simplified model of CuO chains. The colour scale plotted across the surface of the
sphere denotes the energy of collinear spins orientated in all possible directions. For
reference the chain direction has been plotted (black arrow), alongside the directions
perpendicular to the Q = (0.5, 0,−0.5) (blue arrow) and Q = (−0.5, 0,−1.5) (red
arrow) directions. The blue and red arrows, therefore, represent the direction of ac-
plane spin fluctuations probed in the two measurements of the gap.

ronment consistent with the CuO chain direction – see Figure 4.1(b). The total

anisotropy is defined as the sum of the two local anisotropy terms,

Hani = D′
∑

i∈↑, j∈↓
[(Sσi )2 + (Sσ

′
j )2]. (4.5)

In this expression, Sσ and Sσ
′
denote local easy directions, ie. the component of spin

perpendicular to the two alternating oxygen plaquettes. The anisotropy strength is

the same for both spins and is quantified by D′. Using this expression in a mean

field calculation, the relative energy of any two spin directions can be calculated.

The lowest energy excitations arising from an AFM ordered ground state corre-

spond to the in-phase fluctuations of the antiferromagnetically aligned spins. These

are described by the acoustic mode of the dispersion. As these fluctuations are

in-phase, the spins maintain a collinear alignment. Therefore, to investigate the

effect of the local anisotropy, Figure 4.11 shows the mean field energy of all possi-
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ble collinear spin orientations calculated from Eq. 4.5. The sphere plotted at the

origin subtends all possible orientation angles. The colour map across its surface

represents the relative mean field energy of collinear spins aligned parallel to that

direction. The calculation finds the ground state spin orientation is parallel to b,

as measured experimentally. Away from this ground state, however, the mean-field

energy is elliptically contoured. The measurements made at Q = (0.5, 0,−0.5) and

Q = (−0.5, 0,−1.5) are sensitive to spin fluctuations approximately along the major

and minor axes of the ellipse respectively. Therefore, the two different onset ener-

gies of the low energy gap can be understood as arising from the local anisotropy

created by the crystal field.

4.4 Analysis

4.4.1 Spin Wave Model

Linear spin wave theory provides a good description of the excitation spectra of

many multiferroics and frustrated systems [113–115]. Although spin wave theory

is not able to reproduce an electric polarisation, it can be used to quantify the

frustrated exchange interactions which give rise to incommensurate magnetic or-

der. The DM interaction is central to many proposed mechanisms for spontaneous

electric polarisation in improper multiferroics [21]. Therefore, understanding how

incommensurate magnetic order arises to satisfies the DM interaction (the so called

‘inverse Dyaloshinskii-Moriya’ interaction) reveals much about the nature of the

multiferroicity and magnetoelectric coupling in a material.

Previous theoretical investigations into the spiral magnetic ordering mechanism

of CuO [89, 91, 116–118] have estimated the nature and magnitude of the dominant

exchange couplings based on the results of ab initio calculations. The exchange pa-

rameters estimated are calculated for a Heisenberg Hamiltonian. Therefore, to anal-

yse the data presented in the previous section, a linear spin wave model (LSWM)

was derived based on the Heisenberg Hamiltonian which includes the dominant ex-
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change interactions proposed by the previous theoretical studies. This allows the

validity of each theoretical model to be tested.

In addition to a Heisenberg term, a single-ion anisotropy term is included in the

Hamiltonian to reproduce the observed magnetic easy axis parallel to b. This is a

simplified method for introducing a low energy gap in the spectrum and is not able to

reproduce the splitting of the modes at low energies or the anisotropic behaviour of

the low energy gap. Additionally, as CuO is a S = 1/2 system, introducing magnetic

anisotropy via a single ion term is not formally correct. However, as outlined in

Appendix A, using a single-ion form allows the Hamiltonian to be expressed as an

Ns×Ns matrix (where Ns is the number of spins contained within the magnetic unit

cell). This is a simplification of the general 2Ns×2Ns matrix [119] and, in the case of

CuO, allows the spin wave model to be analytically solved with a phenomenological

gap. Introducing anisotropy in a different way (eg. via exchange anisotropy) makes

the derivation of an analytic solution unfeasible. Therefore, the LSWM is derived

from a Hamiltonian of the form

H =
∑

〈i,j〉
JijSi · Sj −D

∑

i

(Sy)2. (4.6)

In this expression, Jij are the magnetic exchange interactions (where J > 0 denotes

an AFM interaction and J < 0 denotes an FM interaction); Si is the spin on the

ith site; and D is the strength of single-ion anisotropy whereby D > 0 energetically

favours spins orientated parallel to the b axis. The summation is over all pairs of

spins, with each pair counted once, denoted by 〈i, j〉.

A simplified magnetic unit cell is used to describe CuO and is depicted in Fig-

ure 4.2(a). This unit cell describes the magnetic structure of the Cu2+ ions, however,

it neglects their oxygen environment (for comparison, the full magnetic unit cell is

described in Ref. [109]). The simplification reduces the size of the magnetic unit

cell, which now only contains four Cu2+ ions. Such a reduced cell is valid for mod-

elling the spin dynamics as the Hamiltonian defined in Eq. 4.6 is invariant under
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translation through the unit cell vectors. The magnetic exchange interactions in-

cluded in the model are shown in Figure 4.2. The dominant exchange interaction

along the chain direction is Jch. The next most significant exchange parameters

have previously been reported as the FM inter-chain Jperp and Jb interactions.

Frustration is predicted to arise due to the nearest neighbour exchange interactions

Ja and Jc, which act between the sublattices [93]. Additionally, the third-nearest-

neighbour terms J2a and J2c are predicted to be significant [89, 91, 116–118] and

have been included. Note, that an additional exchange parameter J ′ is labelled in

Figure 4.2(b). This has not been considered in any previous theoretical treatment

and, therefore, has not been included in the current model. However, it is found

to be needed to describe the inter-chain dispersion and will be discussed in more

detail in Section 4.4.3.

The full derivation of the LSWM is outlined in Appendix A. The model describes

a pair of doubly-degenerate magnon modes. The dispersion of the modes is given

by

ω± =

√
A2 + |B|2 − C2 − |D|2 ±

√
4 | AB − CD∗ |2 − | B∗D∗ −BD |2. (4.7)

The variables A, B, C, and D are used to express the Hamiltonian in matrix form.

They are defined in terms of the exchange parameters as

A = 2S(Jch + J2a + J2c + Jperp(cos(π(H + L))− 1) + Jb(cos(2πK)− 1) + 2D),

B = S(Ja(e
iπ(H+K) + eiπ(H−K)) + Jc(e

−iπ(L−K) + e−iπ(L+K))),

C = 2S(Jch cos(π(H − L)) + J2c cos(2πH) + J2a cos(2πL),

D = S(Ja(e
iπ(H−K) + eiπ(H+K)) + Jc(e

−iπ(L+K) + e−iπ(L−K))). (4.8)

The scattering function for the LSWM has also been derived and is included in

Appendix A for completeness. Note, that while the variables B and D are equal

in above expression, they are defined separately for clarity. This is required when
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they are discussed again in Section 4.5.

4.4.2 Modelling the Spinon Continuum

As observed in the Section 4.3, 1D magnetic behaviour dominates the spectrum

of CuO. The chain exchange parameter Jch determines the bandwidth of the 1D

spectrum, while also significantly affecting the bandwidth of the low energy 3D

excitations. To decouple the effect of Jch from the other weaker exchange terms, its

value will be found by independently modelling the 1D spectrum of CuO. Therefore,

Jch can be fixed in the subsequent refinements of the LSWM against the inter-chain

dispersion, which are presented later.

To this end, the Müller ansatz has been used to describe the measured 1D spec-

trum. The Müller ansatz is an inexact, phenomenological model of the scattering

function for a S = 1/2 Heisenberg AFM chain [102]. It has previously been shown

to be a good description of the magnetic excitation spectra of quasi-1D S = 1/2

AFM chains [120–123]. Additionally, it has proved a good description of the data

measured in a less sensitive INS experiment of the 1D spectrum of CuO [101]. The

Müller ansatz has the form

SMA(Qch, E) = A
Θ(E − El(Qch)) Θ(Eu(Qch)− E)

2π[Eu(Qch)2 − E2]1/2
, (4.9)

where Θ is the Heaviside function, and A = 1 is a constant. The intensity described

by the Müller ansatz is contained between the upper and lower boundaries of the

spinon continuum defined in Eqs. 4.2 and 4.3. Therefore, J in Eqs. 4.2 and 4.3

defines the bandwidth of the continuum. The value of J in this definition is related

to Jch by a quantum renormalisation such that Jch = (π/2)J .

Due to the high energy of the 1D excitations, resolution effects are expected

to play a significant role. Therefore, to fit the model, the scattering function in

Eq. 4.9 was convolved with the full MAPS resolution function using the Tobyfit

software [40]. The model was fitted to a series of wave vector cuts between 60 <



4.4 Analysis 111

E < 300 meV, taken from the Ei = 300 and 500 meV measured spectra. The

isotropic form factor of Cu2+ was included in the model [35]. Additionally, the

prefactors of the scattering function – defined in Eq 2.26 – were included to simulate

the intensity in absolute units. The sample size and mosaic were accommodated

for in the resolution function. A wave vector dependent background of the form

B(Q) = aQ2 + bQ + c was refined against each cut. The parameters b and c were

independently fitted in each cut to accommodate the power law decay of intensity

with increasing energy. Parameter a was simultaneous refined against all cuts.

This has previously been shown to provide a good description of the background

scattering measured by the MAPS spectrometer for a similar experiment [124]. The

constant A in Eq. 4.9 was allowed to vary to account for any discrepancies in the

measured intensity.

The best-fit parameters were J = 91.4(5) meV and A = 0.789(1). These values

were found by repeated fitting of the model using different starting parameters in

the range 50 < J < 140 meV and 0.4 < A < 2. A series of converged parameters

were found. The statistical error found in each fit did not account for the spread

of converged values. Therefore, the quoted values are the average and standard

deviation of all converged solutions. It should be noted that although the errors on

J and A are relatively small they do not account for discrepancies from the chosen

model.

The fitted exchange parameter is larger than the previous estimate of J =

80 meV given by Aı̈n, et al. [86]. This was calculated from a spin-wave analysis of

low energy dispersion data in the Q = (H, 0,−H) direction. A closer agreement is

found to the J = 93.6 meV exchange reported by Boothroyd, et al. [101] and found

using the Müller ansatz to analyse basic INS measurements of the AFM chain

spectrum. Estimates were also put forward from analysis of the bulk susceptibility.

The fitted exchange parameter is in good agreement with J = 90.5 meV reported

by O’Keefe and Stone [98], however, it differs from J = 77± 3 meV estimated in a
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later study by Shimizu, et al. [100].

The fitted amplitude A has a value of < 1 suggesting that not all the intensity

is accounted for. However, a discrepancy of only ∼ 20% is relatively insubstantial.

Studies of the related S = 1/2 AFM chain compound Sr2CuO3 are only able to

account for 80% of the intensity expected after covalency effects and higher-order

multi-spinon terms are included [124]. Therefore, the refined value of A in this study

supports the validity of the Müller ansatz as a description of the 1D behaviour in

CuO. Expanding on this model to include the higher-order multi-spinon continuum

scattering (the so-called ‘2+4 spinon continuum’) may slightly improve the fitted

values of A and J [125].

The fit to the resolution convolved Müller ansatz is shown alongside the cuts

through the Ei = 300 meV data in Figure 4.7. Overall, the data is very well re-

produced by the fit, although there are some discrepancies. In the lowest energy

cut with 〈E〉 = 70 meV [Figure 4.7(a)], the model does not capture the full inten-

sity of any of the peaks. This is most likely due the validity of the Müller ansatz

breaking down in the 3D→1D crossover region [123] expected to occur at this en-

ergy. At higher energies the Müller ansatz provides an excellent reproduction of the

data. However, there is a slight asymmetry of the simulated intensity about the

Qch = −0.5, and 0.5 positions in some lower energy cuts [Figures 4.7(b) and 4.7(c)].

This asymmetry is in the opposite direction to the Q dependent attenuation of in-

tensity expected from the form factor as observed in the measured data. A similar

asymmetry is also seen in comparable simulations using Tobyfit to convolve the

MAPS resolution function with the Müller ansatz [124].

The precise origin of this asymmetry is not known. A possible cause has been

proposed because two features are seemingly required to produce the asymmetry.

To describe the first required feature, the details of the integration over the inter-

chain wave vectors directions must be considered. The wave vector coverage of the

neutron detectors show a common feature for all cuts with a simulated asymmetry.
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Figure 4.12: Schematic diagram of the MAPS detector bank coverage and
an integrated cut with simulated intensity. (a) The 〈E〉 = 90 meV integrated
cut through the 1D spectrum measured with Ei = 300 meV. The grey shaded areas
show regions of the cut overlapping with vertical gaps between the MAPS spectrometer
detector banks. (b) The arrangement of detector banks across low angles on the MAPS
spectrometer. The vertical gaps are highlighted in grey. Cuts are found by integrating
across the full range of K.

Specifically, the asymmetry only occurs when the vertical gaps between the detector

banks on the MAPS spectrometer overlap with the Qch = |0.5 ± δq| peaks (where

δq is the wave vector shift of the dispersing spinon lower boundary away from the

1D BZ centre). This detector geometry is illustrated in Figure 4.12 for the case

of the 〈E〉 = 90 meV cut, from the Ei = 300 meV data. Note, an asymmetry is

also observed in cuts at different energies, when measured using the higher Ei =
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500 meV experimental configuration. These different energies also coincide with the

Qch = |0.5 ± δq| peaks falling across detector gaps. The second required feature

is the magnetic form factor. When it is omitted from the simulations there is no

asymmetry.

In the cut in Figure 4.12(a), which is integrated across the full range of K

values, the form factor will only weakly attenuate the simulated intensity in the

low K detector banks. The peak at Qch = |0.5 + δq| only occurs in the low K

detector bank. In contrast to this, the peak at Qch = |0.5 − δq| lies between both

detector bank gaps and so, when integrated, its intensity will be more suppressed

by the form factor compared to the Qch = |0.5 + δq| peak. This is because of its

higher average value of K. This effect is seen in the simulation but not in the data.

Therefore, its absence in the data suggests that there is some other variation of

the mode intensity with K not described by the Müller ansatz. Such a variation is

expected because of the significant inter-chain coupling. Unfortunately, there has

been no conclusive observation of this proposed inter-chain intensity modulation as

it is a small effect and only present when detector gaps obscure the relevant areas

of reciprocal space. Therefore, although such asymmetry indicates deviation away

from ideal 1D behaviour, the effect is very small, and overall it can be concluded

that the Müller ansatz provides a good description of the 1D spectrum in CuO.

4.4.3 Comparison of the Spin Wave Model to INS Data

To compare the LSWM to the the measured inter-chain spectrum (Figure 4.8),

first the dispersion relation had to be extracted from the intensity maps. This was

done by fitting Gaussian line shapes to a series of wave vector and energy line cuts

through the spectrum. Peak positions measured at equivalent wave vector positions

were averaged to improve accuracy. A single-ion anisotropy term, such as that used

in Eq. 4.6, cannot reproduce the anisotropic behaviour of the low energy acoustic

gap – see Section 4.3.4. Therefore, the mid-point energy of the Mac onset was
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Figure 4.13: The extracted inter-chain dispersion of CuO and the results
of the linear spin wave model analysis. The extracted dispersion is shown by
the black circles in both panels. (a) The dispersion of the initial LSWM arising from
the predicted exchange parameters of Giovannetti, et al. [89] (blue and green lines,
calculated using Ueff = 5.5 and α = 0.15 parameters in Ref. [89] respectively) and
Jin, et al. [91] (red lines). (b) The lowest χ2 fit of the initial LSWM to the extracted
dispersion (grey lines). The fit fails to reproduce several features of the spectrum
including the low energy mode splitting and the nature of the dispersion along the
zone boundary.

found for the pair of low and high energy gaps (Figure 4.10). These values were

then averaged to give a single low and high energy gap for the extracted dispersion.

The resulting dispersion is shown in Figure 4.13.

Figure 4.13(a) shows a comparison of the measured dispersion to the LSWM cal-

culated using the exchange parameters proposed in two previous theoretical studies

of the origins of the AF2 phase [89, 91]. The parameters found in each of these stud-
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ies can be directly mapped onto the LSWM proposed in Section 4.4.1. The values

have been listed in the current notation in Table 4.2. None of the theoretical studies

include anisotropy and so have been plotted as gapless. The dispersions calculated

from the parameters of both theoretical studies are qualitatively similar, though

the energy scales differ. The behaviour is at odds with the measured dispersion.

Most prominently, the theoretical dispersions do not reproduce the softening of the

magnon mode at the X position or the splitting of the modes at Γ. Additionally,

the dispersions do not reproduce the expected energy minimum at the Γ position.

Instead, they intersect the elastic line at two wave vector points: one at Γ, the other

at an incommensurate position on the Γ→M path. If plotted to lower energies, this

feature would resemble a negative energy dispersion of the modes around Γ and is

unphysical. It arises, as the parameters do not lead to the accepted ground state

magnetic order shown in Figure 4.2(a) and (b).

In an attempt to resolve the differences in Figure 4.13(a), I fitted the LSWM to

the measured dispersion. An array of starting parameters were used to systemati-

cally test a wide range of exchange interactions. Parameters were varied such that

−30 < Jperp, Jb < 0 meV and −20 < Ja, Jc, J2a, J2c < 20 meV. These limits were

chosen based on the past experimental and theoretical estimates [86, 89, 91, 116].

Between these limits, values of Jij were varied in 10 meV steps and all possible per-

mutations of these exchange interactions were found. The dominant Jch exchange

was fixed to the renormalised value of 143.6 meV, found in the previous section.

This led to an array of 16384 starting parameters sets. After the fitting, the quality

of the converged solutions was quantified using the χ2 goodness-of-fit parameter.

Performing the exhaustive fitting revealed no solutions that adequately de-

scribed the experimentally measured dispersion. The best converged solution was

characterised by χ2 = 88 and is shown in Figure 4.13(b). The fitted exchange pa-

rameters are listed in Table 4.2 as ‘LSWM Fit 1’. Alongside this lowest-χ2 solution,

there exist many converged solutions with a near equal χ2. Each gives raise to
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a very similar dispersion. The fitted dispersion fails to quantitatively reproduce

any of the high energy features in the inter-chain dispersion. Additionally, the

fit shows qualitatively different dispersive behaviour along the zone boundary be-

tween X→N and M→X. Furthermore, this fit correspond to exchange parameters

where Jperp/Jch ≈ 2 and J2c/Jch ≈ 1.5. These parameters are not consistent with

the quasi-1D behaviour of CuO. Therefore, a model based on the theoretically pro-

posed dominant exchange parameters is not consistent with the measured excitation

spectrum of CuO.

4.5 Discussion

As shown in Figures 4.13, the assumed LSWM is inconsistent with the measured

spectrum in three areas:

(i) It does not reproduce the softening of the magnon mode at the X position.

(ii) The fitted LSWM modes are practically degenerate at low energies where a

clear splitting is observed at the zone centre Γ.

(iii) The observed anisotropy in the low energy gap cannot be not reproduced by

the model.

The fact that the LSWM cannot reproduce the anisotropic behaviour of the low

energy gap is expected from the simplistic method of introducing spin anisotropy

using a single-ion term in Eq. 4.6. However, the failure to describe the mode split-

ting and the dispersive behaviour at X indicates that the particular Heisenberg

Hamiltonian used does not capture all of the relevant magnetic interactions within

CuO.

The softening of the magnon at X is of particular interest as it is reminiscent

of the dispersive zone boundary behaviour observed in various layered cuprates

which exhibit AFM order on a square lattice. Two examples of opposite dispersive

behaviour are reported by Coldea, et al. [126] in La2CuO4; and Rønnow, et al.
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[127] in Cu(DCOO)2·4D2O (CFTD). In La2CuO4, next-nearest neighbour and a

higher order cyclical exchange term produce a mode softening at the mid-point

on the zone boundary. In CFTD, significant wave vector dependant quantum

renormalisation effects have been found to soften the magnon modes at the ver-

tex of the zone boundary. In both cases, the same dispersive behaviour was also

successfully simulated by including next-nearest neighbour exchange parameters.

These examples are not directly comparable to the dispersion of CuO across the

(1/2 + H,K,−1/2 + H) plane where spins are ferromagnetically ordered and the

planes are strongly coupled along (H, 0,−H). However, including a next-nearest

neighbour exchange pathway within this plane allows the dispersion around X to

be reproduced. The next-nearest neighbour exchange parameter is shown in Fig-

ure 4.2(b) and labelled J ′. When it is included in the LSWM, an additional term,

with the form 2SJ ′(cos(π(2K+H+L))+cos(π(2K−H−L))−2), must be included

in the variable A, initially defined in Eq. 4.8. Fitting this expanded LSWM to the

extracted dispersion reveals that the data can be well reproduced with only the

Jch, Jperp, Jb, and J ′ parameters. The best fit using this new LSWM is depicted in

Figure 4.14(a) and the fitted parameters are recorded in Table 4.2 labelled ‘LSWM

Fit 2’.

The relative magnitudes of the fitted exchange parameters in this new model

show J ′ ≈ Jperp > Jb. This is surprising, as no previous theoretical calculations

have identified J ′ as a significant interaction. Additionally, while the bond lengths

of the Jb and J ′ exchange pathways are equal, the bond angles are substantially

different. The bond angle for J ′ is 160◦ compared to 91◦ for the Jb exchange

pathway. Interpreting these angles using the GKA rules [2, 3] (which are consistent

with the behaviour of the Jch and Jperp interactions) suggests that Jb would be a

ferromagnetic interaction, while J ′ would strongly favour being antiferromagnetic.

This not being the case, the different strengths of Jb and J ′ suggest that while

the inclusion of J ′ provides an excellent phenomenological model for the measured
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Figure 4.14: The extracted inter-chain dispersion of CuO and the expanded
linear spin wave model. The extracted dispersion is shown by the black circles in
both panels. (a) The line shows the best fit to the expanded spin wave model including
the exchange parameter J ′. This model captures the dispersive behaviour along the
zone boundary. (b) The lines show the doubly degenerate acoustic and optic modes
which are split when Jc is replaced with two inequivalent exchange parameters Jc′ and
Jc′′ . This partially relieves the frustration within the system (see main text for details).
A splitting of ∼ 10 meV at Γ is demonstrated using exchange values Jc′′ ≈ 0.5 meV,
Jc′ = Ja = 0 and D ≈ 1.5 meV.

dispersion, it does not prove its existence as a physically meaningful superexchange

interaction. Further work is required to understand if the same softening of the

mode at X can be achieved through quantum effects as seen in past studies of

square-lattice quantum antiferromagnets [127].

The addition of J ′ has no affect on the mode splitting, and further fitting, in-

cluding Ja, Jc, J2a, and J2c, is still unable to reproduce the two gaps measured at
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the zone centre. The intensity ratio of the low energy excitation due to roughly per-

pendicular magnetic fluctuations (reported in Figure 4.10) is approximately equal

for both the low and high energy gaps. I(H,0,−H)/I(−H/3,0,−H) = 2 in both cases,

with simulations of the resolution ellipsoid indicating there is no significant differ-

ence in the broadening at the two wave vectors. Two gaps can arise from a freezing

out of magnetic fluctuations in particular directions because of two contributing

anisotropies (as is the case in some layered AFM insulators [75]). This is charac-

terised by the intensities associated with different magnetic fluctuations changing

at each gap. The lack of such behaviour, indicates that the mode splitting in CuO

does not arise from magnetic anisotropy.

The mode splitting must therefore be due to the splitting of the doubly degen-

erate acoustic and optic modes. These modes relate to in-phase and anti-phase

oscillations of spins on the two sublattices, respectively. As the inter-sublattice

exchange parameters Ja and Jc are frustrated in the current LSWM, both acous-

tic and optic modes are degenerate. Therefore, to simulate the low energy mode

splitting the frustration must be partially relieved. This can be achieved in the

simplified magnetic unit cell by replacing Jc with two distinct exchange parame-

ters. Jc′ acts in the ±0.5b+ 0.5c direction connecting two parallel spins, while Jc′′

acts in the ±0.5b + 0.5c direction connecting two antiparallel spins. This has the

effect of changing Jc → Jc′ in the variable D and Jc → Jc′′ in the variable B, where

both variables are defined in Eq. 4.8. Additionally, the term 2S(Jc′ − Jc′′) must be

include in variable A in Eq. 4.8.

Figure 4.14(b) illustrates the effect of lifting the degeneracy by introducing Jc′

and Jc′′ . In this example Ja = Jc′ = 0, Jc′′ ≈ 0.5 meV and D ≈ 1.5 meV. This

small value of |Jc′ − Jc′′ | is able to produce the roughly 10 meV gap observed at Γ.

A much smaller splitting is produced away from the zone centre at higher energies

(∼ 2 meV). Such a splitting is unresolvable in our current experimental setup but

is consistent with the broad modes observed in Figure 4.8. Using this model, the



4.5 Discussion 122

entire inter-chain dispersion can be reproduced.

This distinction between nearest neighbour exchange pathways acting parallel

to the c axis breaks the inversion symmetry centred on each Cu site in CuO. This

is consistent with previous optical spectroscopy studies of CuO, which suggest that

the inversion symmetry at the Cu sites is broken at low temperatures [128, 129].

However, the precise mechanism causing this symmetry breaking is not known. In

the absence of any microscopic model, the LSWM including Jc′ and Jc′′ can only

act as a proof of principal, demonstrating that any eventual model must relieve

the magnetic frustration. It may be possible for non-linear interactions to create

this particular splitting effect in the place of Jc′ and Jc′′ . The DM interaction and

biquadratic (or cyclical) exchange have both been theoretically considered to explain

the formation of the AF2 phase [89, 130, 131]. A recent experimental study of an

electromagnon excitation measured in the multiferroic phase also suggested that

biquadratic exchange interactions of the form (Si ·Sj)2 are necessary to understand

the magnetic behaviour of CuO [132]. Further work is needed to explore whether

the inclusion of such terms in the Hamiltonian can accurately reproduce the mode

splitting at low energies.
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5.1 Introduction

LuFe2O4 is a controversial and complex material exhibiting a variety of orders and

behaviours. Its structure can be considered as stacked Fe2O4 bilayers separated

by LuO2 monolayers (with these constituent parts sharing two common oxygen

atoms). The room temperature crystal structure is described by the rhombohedral

space group R3̄m in the hexagonal setting [133]. The lattice parameters are a = b =

3.444 Å, c = 25.259 Å with inter-axis angles α = β = 90◦, γ = 120◦ [134]. There are

three Fe2O4 bilayers in the unit cell, and the Fe atoms within a monolayer form a

perfect triangular net. This structure is shown in Figure 5.1. At low temperatures,

there is a small monoclinic distortion of the structure below TL = 175 K [135, 136].

Complex behaviour in LuFe2O4 arises because in the ideal rhombohedral structure

all Fe sites are equivalent and the average valence state is Fe2.5+; however, there is

near-perfect valence segregation leading to an equal number of Fe2+ and Fe3+ ions

in the unit cell. The triangular arrangement of Fe ions creates frustration which

influences the charge order (CO) and magnetic order, the exact natures of which

are still under debate.

5.1.1 Proposed Charge Order

The charge order is known to be quasi-two-dimensional (2D) below 500 K, and

develops into three dimensional (3D) order below ∼ 320 K [137]. Some short range

3D charge correlations have even been reported above 320 K in neutron diffraction

studies [138]. In the 2D charge ordered phase, the in-plane charge density wave is

characterised by the 2D wave vector Q = (1/3, 1/3) [137]. Figure 5.2 shows the

elastic scattering pattern which exhibits peaks at this reduced wave vector both

at 260 K and cryogenic temperatures. Such an ordering arises from the Coulomb

repulsion of the Fe2+ and Fe3+ ions which distribute themselves across the two

triangular monolayers making up a bilayer structure. The charge frustration can

be overcome through the formation of an Fe2+-rich monolayer (with 2:1 ratio of
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Figure 5.1: R3̄m crystal structure of LuFe2O4. Lu, Fe, and O atoms are depicted
as yellow, blue and red spheres respectively. The grey bonds indicate the triangular
coordination of Fe atoms in the monolayers. These are stacked to form bilayers, which
are in turn separated by LuO2 layers to form the unit cell.

Fe2+: Fe3+ ions, designated as an A-layer) and an Fe3+-rich monolayer (1:2 ionic

ratio, B-layer) [137, 139]. The A-layer is a honeycomb network of Fe2+ ions, with

an Fe3+ ion located at the centre of each hexagon. The B-layer has the opposite

arrangement: Fe2+ ions are found at the centre of Fe3+ hexagons. Figure 5.3(a)

shows a bilayer comprised of a stacked A- and B-layer illustrating the two monolayer

orders. The charge order of each monolayer and the resulting bilayer is described

by an enlarged
√

3×
√

3 supercell (SC) – shown by the grey area in 5.3(a) for the

AB-bilayer structure.

Exactly how these monolayers stack to form the quasi-2D bilayers and 3D struc-

ture is still under debate. Currently, contrasting models of anti-polar order with

AB-BA-AB stacking [140] and charged bilayers with AA-BB-AA stacking [141] are

the best descriptions of the experimental findings. Anti-polar ordering is consistent
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Figure 5.2: The in-plane neutron diffraction pattern of LuFe2O4. This fig-
ure is reproduced from Ref. [144]. The patterns were recorded at (a) 10 K and (b)
260 K. The hexagonal symmetry of the peaks, characterised by Q = (1/3, 1/3), is
clear at both temperature. The peaks become much more intense at low temperatures,
when LuFe2O4 has magnetically ordered. The patterns were measured from Sample 1
(as introduced in Section 5.2.1) using the FlatCone multidetector setup on the IN20
spectrometer at the ILL, France.

with the bilayer order shown in Figure 5.3(a), while the charged bilayers are com-

prised of the same ordered monolayers but stacked to form AA and BB bilayers.

The proposed 3D charge ordered structures have commonly been described in en-

larged C2/m monoclinic unit cells [138, 140–143]. This study aims to investigate the

magnetic excitations within the bilayer, so I shall continue to refer to the structure

by the hexagonal coordinates.

5.1.2 Proposed Magnetic Order

LuFe2O4 has been shown to have robust 2D ferrimagnetic (fM) order below TN =

240 K [135, 145–147]. Fe2+ (3d6) and Fe3+ (3d5) ions both have a magnetic moment

and adopt spin states S=2 and S=5/2 respectively in the weak crystal field envi-

ronment expected in LuFe2O4. Additionally, the Fe2+ ion has a significant orbital

angular momentum contributing to its total ordered moment [146, 147]. This arises
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from the significant spin-orbit coupling present in the system due to the crystal field

splitting of the Fe2+ ions in the trigonal bipyramidal coordination. Conversely, the

orbital angular momentum is fully quenched in the Fe3+ ions. The significant spin-

orbit coupling leads to a highly Ising-like spin structure, with the moments aligned

parallel to the c axis [145]. For each monolayer, the fM spin structure [shown in

Figure 5.3(c)] is highly frustrated and is characterised by the same Q = (1/3, 1/3)

wave vector as the in-plane charge order [145]. It can been seen that the resulting

fM moment arising in a monolayer is due to the parallel arrangement of two spins,

while a third is oriented anti-parallel. This monolayer spin orientation, can be la-

belled as ↑↑↓, where the three arrows denote the orientation of any three nearest

neighbour spins forming a triangle within the hexagonal structure of the monolayer.

The first experimentally consistent model for the site specific bilayer magnetic

order found a ferromagnetic (FM) arrangement of all Fe2+ ions and an antiferro-

magnetic (AFM) arrangement of Fe3+ ions [146, 147]. This leads to a ferromagnetic

stacking of the net fM moments associated with each monolayer (ie. the individual

Fe-moments within the two monolayers forming the bilayer align ↑↑↓ and ↑↑↓).

This is the AB-bilayer magnetic structure depicted in Figures 5.3(c) and 5.4(b). A

phase mixing of these bilayers with bilayers formed from the AFM stacking of the

net monolayer moments (ie. ↑↑↓ and ↓↓↑) has been reported [148]. To describe the

magnetic order associated with charged-bilayer CO, two further site specific bilayer

magnetic structures have been proposed (corresponding to AA- and BB-bilayers)

[141, 149] – see Figure 5.4(a). There is a weak magnetic coupling between bilayers

and the precise nature of the 3D magnetic ordering of the bilayers is complicated

by coexisting stacking domains [148, 150] and disorder (or more specifically, spin

glass behaviour, [151, 152]). An additional complicating factor is that the magnetic

behaviour of LuFe2O4 has been found to be dependent on the oxygen content, with

a lack of 3D magnetic order reported in off-stoichiometric samples [153].
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Figure 5.3: In-plane real space structure and reciprocal lattice of LuFe2O4.
(a) The reduced real space structure of a single charge-ordered AB-bilayer. The lattice
vectors a and b and SC lattice vectors aSC and bSC are shown as black arrows. The
crystallographic and SC c axes are perpendicular to the pairs, in both cases coming out
of the page. The ions in the Fe2+-rich A (filled circles) and Fe3+-rich B (open squares)
monolayers are projected on top of each other. Oxygen atoms have been omitted
for clarity. Red and blue symbols denote the Fe3+ and Fe2+ ions respectively. The√

3×
√

3 SC is depicted by the grey rhombus. (b) The reciprocal lattice of the charge
and magnetically ordered supercell. The direction of the reciprocal lattice vectors for
the crystallographic unit cell (a∗ and b∗) and supercell (a∗

SC and b∗SC) are shown as
dashed and solid grey arrows respectively. The high symmetry positions discussed in
the main text are labelled. (c) The spin structure of a ferromagnetically-coordinated
AB-bilayer (see main text). The spins are parallel to the c-axis, pointing into (cross)
and out-of (dot) the page. The five exchange pathways considered in the minimal
model are labelled.
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(b)(a)

Figure 5.4: The proposed charge and magnetically ordered LuFe2O4 bilayer
structures. (a) The AA-BB bilayers proposed in Ref. [148]. (b) The AB bilayer
proposed in Ref. [146]. Blue (red) spheres denote the Fe2+ (Fe3+) ions. The orientation
of the magnetic moment of each ion is shown by the black arrows. Grey lines show
the Fe2+–Fe2+ bonds on the A-layer and the Fe3+–Fe3+ bonds on the B-layer. This
highlights the honeycomb structure formed by the majority ions on each layer. The
minority ion is found in the middle of each hexagon.

5.1.3 The Multiferroicity of LuFe2O4

LuFe2O4 initially rose to prominence due to the findings of Ikeda, et al. [139] show-

ing that it was a high-temperature multiferroic. Subsequently, Subramanian, et

al. [154] reported a giant dielectric constant that could be manipulated through

the application of relatively small magnetic fields. This indicated that a strong

magnetoelectric coupling is present within LuFe2O4. However, the novel ‘electronic

ferroelectric’ state, purported to arise from the charge ordered arrangement of Fe2+

and Fe3+ ions, has since been demonstrated as an unlikely source of polar order

[141, 155]. Additionally, the dielectric response has been shown to arise principally

from contact effects and grain boundaries. When these effects are taken into ac-

count, LuFe2O4 is found to have a small intrinsic dielectric constant [155–157]. It

would appear that LuFe2O4 is not a multiferroic [149].
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5.1.4 Magnetic Exchange Interactions

To date, there have only been theoretical estimates of the nature of the dominant

exchange interactions within and between the bilayers. Iida, et al. [145] highlighted

that nearest-neighbour AFM exchange interactions in addition to a small next-

nearest neighbour FM coupling would lead to frustration and facilitate fM order

(as proposed for Ising spins on a triangular lattice [158]). Nagano, et al. [159] at-

tempted to predict the precise spin structure from a Hamiltonian describing charge

interactions and three magnetic exchange interactions. They used the known ex-

change parameters from LaFeO3 (which was previously thought to be magnetically

similar to LuFe2O4) but the derived ordering does not agree with experiment [146].

Ko, et al. [146] used the Goodenough-Kanamori-Anderson (GKA) rules [2, 3] to

explain the strengths of the superexchange interactions between Fe3+ ions within a

monolayer and across the bilayer. The most comprehensive theoretical study was

undertaken by Xiang, et al. [160], using density function theory (DFT) and Monte

Carlo (MC) simulations. They calculated the exchange parameters which led to

the fM ground state reported in Ref. [146] assuming AB-bilayer CO. This study

used an Ising spin Hamiltonian that included 15 superexchange parameters (cor-

responding to intra- and inter-monolayer nearest neighbour interactions) and 19

super-superexchange parameters (next-nearest neighbour interactions).

In this Chapter, I will report measurements of the full in-plane magnetic exci-

tation spectrum of LuFe2O4. The spectrum has an observed bandwidth of 60 meV

and is consistent with six magnetic modes. This is in contrast to the twelve modes

expected from the distinct AA- and BB-bilayers in a charge segregated model for

the CO in LuFe2O4. For this reason, I shall present a minimal spin wave theory

based on the 2D magnetic AB-bilayer structure proposed by Ko, et al. [146]. This

simple ground state order is consistent with the six modes evidenced and provides an

excellent description of the dispersion extracted from the spectrum. The strengths

and weaknesses of this model shall be discussed and its implications for the debate
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on the charge and spin order of LuFe2O4 shall be explored.

5.2 Sample Preparation and Characterisation

5.2.1 Crystal Growth

Single crystal samples were grown in Oxford by Dr D. Prabhakaran and in Warwick

by R. A. McKinnon under the supervision of Prof. G. Balakrishnan. Two crystals

(labelled Samples 1 and 2) were grown following the same basic procedure. High

purity (> 99.999 %) Lu2O3 and Fe2O3 powders were mixed in the stoichiometric

ratio of LuFe2O4. This mixture was sintered at 1200◦C for 12 hours under a flowing

CO/CO2 atmosphere (in a 25/75% ratio for Sample 1, 17/83% for Sample 2). This

was in turn re-ground and heat treated a second time at 1200◦C for 24 hours in an

Ar atmosphere. The powder was subsequently pressed into a rod (8 mm diameter,

100 mm length) and sintered for 12 hours at 1200◦C for Sample 1 and 1250◦C for

Sample 2 in a CO/CO2 atmosphere (Sample 1: 30/70%, Sample 2: 17/83%). The

single crystal growth was performed using a optical floating-zone furnace (Crys-

tal Systems Inc.) in a flowing CO/CO2 atmosphere (Sample 1: 5/95%, Sample

2: 17/83%). Feed and seed rods counter-rotated in this setup at 30 rpm, with the

growth proceeding at 1–2 mm/hour. The first growth was performed using a poly-

crystalline seed rod, but in subsequent growths a cleaved single crystal was used.

The growths of LuFe2O4 typically yielded multigrain samples. The two high-quality

single crystals were extracted from such growths. Sample 1 was cleaved and had a

mass of 0.349 g. Sample 2 was larger, with mass 2.465 g after a minority grain was

cut from it using a wire saw. X-ray and neutron Laue diffraction confirmed that no

secondary grain remained in either sample.

5.2.2 Magnetic Characterisation

The quality of each sample was checked using SQUID magnetometry. Figure 5.5

shows the measured susceptibilities of Samples 1 and 2. The zero-field cooled (ZFC)
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Figure 5.5: Measured susceptibility of LuFe2O4. Susceptibility measurements
made using an applied magnetic field of H = 1000 Oe parallel to the c axis of (a)
Sample 1 and (b) Sample 2. Insert in (b) highlights the change in gradient at ∼ 320 K
corresponding to the 3D charge ordering transition in Sample 2. The green (blue)
points denote the ZFC (FC) data.

and field cooled (FC) data are measured by applying a magnetic field parallel to the

c axis. An applied field of 1000 Oe was used for both samples. The samples exhibit

an onset of magnetic order at ∼ 240 K as expected for LuFe2O4. Below this onset,

there is a well defined peak in the ZFC data. At even lower temperatures, the FC

and ZFC susceptibilities diverge and there exists another feature, most noticeable

in the FC data, at ∼ 175 K. Qualitatively similar behaviour has been reported in

numerous other LuFe2O4 samples [134, 145, 150, 151, 161–163]. Additionally, there

is faint evidence for the charge ordering transition at ∼ 320 K measured in the

susceptibility of Sample 2. The insert in Figure 5.5(b) shows a small change in

gradient at the expected temperature.

Alongside the similarities in behaviour, there are several differences between the

two samples’ susceptibilities. Most noticeably, the FC data in Sample 2 shows a

well defined peak at 175 K and a levelling off of the susceptibility at lower tem-

peratures. In contrast, this peak is not observed in Sample 1 (although there is a

change in gradient at ∼ 180 K) and the susceptibility continues to increase at lower

temperatures. Additionally, Sample 2 has a distinctive shoulder emerging from the
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lower temperature side of the peak in ZFC susceptibility. This is not observed in

Sample 1, but its features are much broader and so it is possible this shoulder is

present but unresolvable. Differences in the susceptibility of LuFe2O4 have pre-

viously been linked to the precise oxygen stoichiometry of the measured samples

[153]. The measurements of Sample 1 and 2 are consistent with those reported

for LuFe2O4 with a slight oxygen excess. Similar susceptibilities are observed in

Refs. [145, 151] which report quasi-2D – but not 3D – magnetic order. Stoichio-

metric sample susceptibilities are observed in Ref. [135] alongside full 3D magnetic

ordering.

The magnetic characterisation shows behaviour typical of LuFe2O4 with a slight

oxygen excess in both samples. The different behaviours of samples may arise from

the precise oxygen content in each. An oxygen excess is consistent with a lack of 3D

magnetic order. This study is concerned with the magnetic excitations arising from

the 2D static order of the bilayers in LuFe2O4. Therefore, differences in the extent

of 3D magnetic order (up to its complete suppression at the 2D ordering limit) will

not affect the subsequent measurements or analysis presented.

5.3 Neutron Scattering Results

Sample 1 was measured on the triple-axis spectrometer (TAS) IN8 at the ILL,

France. The crystal was aligned with (H,K, 0) as the horizontal scattering plane.

Both horizontally focussing Si (111) and double focussing Cu (200) monochromators

were used in combination with a double focussing pyrolytic graphite (002) analyser

to measure with fixed final wave vectors kf = 2.662 and 4.1 Å−1. Measurements

were made at a temperature of 1.5 K. This experiment expanded on the previ-

ously measured elastic scattering and low energy spectrum of Sample 1 reported in

Ref. [144].

The larger mass of Sample 2 allowed the use of time-of-flight (TOF) spectroscopy

to survey the excitation spectrum across a wide area of the 2D BZ. Measurements
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were made using the MAPS spectrometer at the ISIS facility, UK. The crystal was

aligned with the c axis parallel to the incident wave vector ki. In such a fixed

orientation, the L component of Q varies with E – see Section 2.3.2. As LuFe2O4

exhibits very weak inter-bilayer coupling, no significant dispersion is expected par-

allel to L. Hence, the measured intensity is integrated over L and the bilayer

spectrum is described by the 2D wave vector Q = (H,K). Preliminary high-flux

measurements were made using incident energies of Ei = 60, 80, 120, 150, and

200 meV to identify the total bandwidth of the spectrum. The resolution broaden-

ing in each measurement is defined by a full width at half maximum (FWHM) of

approximately 6% of Ei at E = 0 meV. This broadening decreased with increasing

energy transfer. Higher resolution configurations were used to repeat the measure-

ments with Ei = 60 and 80 meV. Using higher chopper frequencies, the FWHM was

reduced to approximately 4% of Ei at E = 0 meV. Measurements were made at 7 K

and 6 K for the lower and higher resolution configurations respectively. A standard

vanadium sample was measured to normalise all detector efficiencies and place the

intensities on an absolute scale.

Figure 5.6 illustrates the extent of the measurements and shows the bandwidth

of the excitation spectrum. Figure 5.6(a) shows the excitation gap measured in

Sample 1 at the Γ = (1/3, 1/3, 0) zone centre. The TAS measurements have the

advantage of higher resolution at low energies and clearly show a sharp peak centred

on 9.4 meV. This is consistent with the gap reported in a powdered LuFe2O4 sample

[148]. However, there also exists some magnetic intensity below this gap as seen

from the small peak observed at 5 meV. This low energy signal is not due to intensity

arising from the underlying Bragg peak (which can be seen to extend up to roughly

2 meV). This feature could not be investigated in the MAPS data because the low

energy region is obscured by intensity from the Bragg peak (which extends up to

4 meV). The origin of this weak, low energy signal is not known. One possible

explanation is that it arises from lower energy excitations expected from stacking
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Figure 5.6: Measured gap and bandwidth of magnetic excitations in
LuFe2O4. (a) IN8 energy cuts centred on the Γ = (1/3, 1/3, 0) (blue circles) and K=

(0, 2/3, 0) (red circles) positions. Both cuts are measured with fixed kf = 2.662 Å−1.
Error bars are plotted but most are smaller than the marker size. Data at the Γ point
show a prominent peak at 9.4 meV consistent with the excitation gap. Data from the
K point provide a measure of the background scattering at low energies. There is a
smaller magnetic peak observed at 5 meV of unknown origin. (b) Summary of the mea-
surements made on the MAPS spectrometer. The different panels denote data collected
using different incident energies (labelled) to ensures each energy range was measured
with good resolution. The colour map depicts the intensity along the (H, H) direction.
The intensity was scaled independently in each panel for clarity. No excitations were
measured above 60 meV.

faults. This shall be discussed further in Section 5.5.

Figure 5.6(b) shows the excitations measured in Sample 2 along the (H,H) in-

plane direction. Data were recorded up to 170 meV and show excitations extending

up to ∼ 60 meV. No higher energy features were observed. The modes appear

broader than expected from the instrumental resolution and overlap at various

points in the spectrum. A significant structure factor modulation of intensity is also

present, evidenced by the asymmetry of the intensity around the Γ = (1/3, 1/3)

zone centre position [most noticeably in the modes below 40 meV at the equivalent

zone boundary positions M= (1/6, 1/6) and (1/2, 1/2)]. Note, no asymmetry would

be found about the Γ = (0, 0) zone centre but, as the magnetic unit cell is non-

primitive, the structure factor is different in the neighbouring Γ = (1/3, 1/3) BZ.
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Figure 5.7: The observed magnetic excitations of LuFe2O4. Plotted spec-
tra are along the symmetry inequivalent wave vector paths: (a) Γ →M→K→ Γ,
(b) Γ → M′ → K → Γ, and (c) Γ → M′′ → K → Γ. The data in the bottom
(top) panel of each spectra are measured from Sample 2 using the MAPS spectrom-
eter with Ei = 60 meV (Ei = 80 meV). Intensities are plotted in absolute units of
mb sr−1 meV−1 f.u.−1.

While the structure factor significantly affects a mode’s relative intensity across

the BZ, the dispersion of a mode is not observed to change significantly when dif-

ferent wave vector paths are considered. Figure 5.7 depicts spectra along three

similar but inequivalent BZ paths – distinguished by the three symmetry inequiv-

alent zone boundary positions M, M′, and M′′. The distributions of intensities is
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Figure 5.8: Approximately equivalent constant-Q line cuts and the fitted
peak positions. The black data points show three constant-Q line cuts taken at
approximately equivalent positions on the BZ boundary at (a) M= (1/6, 1/6), (b)
M′ = (1/6, 2/3), and (c) M′′ = (2/3, 1/6). The data were collected from Sample 2
using the MAPS spectrometer with Ei = 80 meV. All intensities are in absolute units
of mb sr−1 meV−1 f.u.−1. The solid blue (red) lines show the semi-global (individual-Q)
fitted pattern. The dashed blue (red) lines show the fitted positions of the peaks using
the semi-global (individual-Q) fitting techniques.

very similar across the three spectra. There are differences across the zone bound-

ary. The M→K path [Figure 5.7(a)] has a much broader band of intensity between

20 − 35 meV than the M′ →K and M′′ →K paths [Figures 5.7(b) and 5.7(c) re-

spectively]. A more detailed look at the intensity distributions is given by taking
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energy line cuts centred on the M, M′, and M′′ positions – as presented in Figure 5.8.

This figure illustrates the significant differences in the intensities of common modes

(such as those found at ∼ 30 and 50 meV). Additionally, some small but resolvable

differences in the mode energies can be seen when the data are fit to a series of

Lorentzian line shapes (shown as solid red lines). When data along all wave vector

paths are examined, there is evidence for a maximum of six modes in the spectrum.

5.4 Analysis

As previously outlined, there are various proposed descriptions of the magnetic

order across both the 3D structure and within the bilayers of LuFe2O4. In this

analysis, a minimal spin wave model is derived from the only proposed bilayer

ground state order consistent with the measured spectrum. This minimal model

offers a good description of the complicated dispersive features observed in the

spectrum by considering a simplified set of nearest neighbour and next-nearest

neighbour exchange interactions. In this section, I shall introduce the minimal

model, justify the ground state used, and outline the method for exhaustively fitting

the exchange parameters.

5.4.1 Magnetic Ground State

The measured dispersion shows evidence for six magnetic excitation modes. This

indicates that a 2D magnetic unit cell comprising six spins describes the majority

of the sample. This is consistent with the AB-bilayer magnetic structure outlined

in Figures 5.3(c) and 5.4(b). The AA-BB-bilayer model proposed in Ref. [141]

is described by two distinct bilayer structures containing twelve spins and would,

therefore, have twelve distinct spin wave modes.1 While it is possible that the six

modes arising from the AA- and BB- bilayer interactions will overlap, it seems very

unlikely for such different structures. Additionally, the most prominent excitations

1Note, however, that in the absence of inter-monolayer interactions both the AB- and AA-BB-
bilayer structures would give the same spectrum.
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are observed to have a significant gap at the Γ position. Excitations in a BB-

bilayer comprised of two Fe3+-rich monolayers, are expected to be very weakly

gapped because Fe3+ has much less orbital angular momentum and is therefore more

isotropic than Fe2+. Two gaps of similar intensity – consistent with excitations from

equal numbers of AA- and BB-bilayers – are not experimentally observed and so

this order is inconsistent with the measured spectrum. Furthermore, the AA-BB-

bilayer order was proposed base on diffraction data measured at 210 K [141]. At

lower temperatures, below the T = 175 K transition observed in the susceptibility

[Figure 5.5(b)], Christianson, et al. [135] reported an altered magnetic diffraction

pattern.

The phase mixing scenario proposed in Ref. [148], with distinct antiferromag-

netically and ferromagnetically correlated bilayers, would similarly lead to more

than six modes in the spectrum. Furthermore, the magnetisation for such a phase

mixed sample exhibits additional features not observed in Samples 1 and 2. Most

prominently, the susceptibility presented in Figure 5.5 does not include a sharp peak

centred on approximately 250 K, as reported in Ref. [148]. This high temperature

peak is attributed to the formation of AFM correlated bilayers. The lack of such a

peak in Figure 5.5 suggests that Samples 1 and 2 are not phase mixed in this way.

Based on these considerations, I shall continue by assuming that the 2D mag-

netism corresponds to the ferromagnetically-correlated AB-bilayer order proposed

in Refs. [146, 147]. This is consistent with the six magnetic modes measured; the

single prominent excitation gaps; and reflects the good agreement between the mea-

sured susceptibility of Sample 2 (Figure 5.5(b)) and the sample of Wu, et al. [151]

(which was subsequently used in Ref. [146]). This bilayer magnetic structure is de-

picted in Figure 5.3(c). It can be seen from the figure, that the charge and magnetic

order of the supercell breaks the local 3̄m symmetry characteristic of the crystallo-

graphic unit cell. Therefore, this structure leads to six magnetic domains, each of

which will contribute to the data measured at a given position. Figure 5.3(b) high-
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lights this by showing the reciprocal lattice of one such domain, with the symmetry

inequivalent M, M′, and M′′ positions labelled. These are distinct high symmetry

points as they are not related by a reciprocal lattice vector. The Γ and K posi-

tions are all equivalent. How the domains are accommodated in the analysis of the

spectrum will be discussed in more detail in Section 5.4.3.

5.4.2 Spin Wave Model

To describe excitations away from the ground state, an anisotropic Heisenberg

Hamiltonian is defined

H =
∑

〈i,j〉
JijSi · Sj +

∑

i

Di(Szi )2, (5.1)

where Jij are the exchange parameters and Di are the single ion anisotropy terms

defined separately for Fe2+ and Fe3+ ions. Figure 5.3(c) specifies the exchange inter-

actions used in the model. The different electronic structures of the Fe2+ and Fe3+

ions mean the super exchange pathways between each ion will be distinct. Therefore,

the exchange parameters represent Fe2+–Fe3+ exchanges associated with each mono-

layer (JA1 and JB1); the Fe2+–Fe2+ and Fe3+–Fe3+ exchanges on the Fe2+-rich and

Fe3+-rich monolayers respectively (JA2 and JB2); and a single inter-monolayer ex-

change (JAB). Therefore, only nearest-neighbour interactions are considered within

and between the monolayers. When considering the full symmetry of the supercell,

there are a total of 15 nearest-neighbour superexchange pathways [160]. However,

when the different oxygen environments of each Fe site are assumed to be equivalent

this contracts to the five defined above and maintains the simplicity of the model.

The separate single-ion anisotropy terms introduce the c axis anisotropy that is

present in LuFe2O4, while allowing the strength of the anisotropy to be different

for the Fe2+ and Fe3+ ions.

This Hamiltonian expands on the three exchange parameters used by Nagano,

et al. [159], and simplifies the model of Xiang, et al. [160], by defining five exchange
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pathways. The exchange interactions are expected to be short range as LuFe2O4 is

an insulator, and this is supported by the DFT calculations of Xiang, et al. [160]

which found negligible super-superexchange (ie. next nearest-neighbours exchange)

interactions when compared to the shorter superexchange interactions.

The validity of the proposed Hamiltonian was checked by ensuring it leads to

the assumed magnetic ground state outlined in the previous section. This was done

through a mean field calculation, based on the simplification of the Hamiltonian in

Eq. 5.1 to the Ising limit. This has the form

HMF =
∑

〈i,j〉
JijS

z
i S

z
j . (5.2)

With six Fe ions in the magnetic unit cell, only 26 = 64 Ising spin states exist (which

can be simplified to 32 doubly degenerate states, when the two states linked through

the reversal of all spins are considered). By considering all the exchange pathways

defined in Figure 5.3(a), the ground state Ising spin structure can be identified for

any given values of Jij . Performing this calculation for a variety of exchange param-

eters reveals the accepted spin structure as the lowest energy ordering. Therefore,

the chosen Hamiltonian is consistent with the proposed magnetic order for suitable

choices of Jij when there is strong c axis anisotropy.

5.4.3 Domains in Magnetically Ordered AB-Bilayers

As mentioned in the Section 5.4.1, the charge and magnetically ordered bilayer

structure outlined in Figure 5.3(c) breaks the three-fold rotational and mirror sym-

metry of the crystallographic unit cell. Therefore, we expect that there will be six

2D domains present in the low-temperature ordered phase. The measured spec-

trum will comprise of the six domains’ spectra, along directions related by the

broken symmetry operations. As reciprocal space has inversion symmetry by defi-

nition, the six spectra are described by only three dispersions, each dispersion being

found in two domains. Hence, the measured Γ→ M spectrum will be comprised of
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intensity centred on the Γ→ M, Γ→ M′, and Γ→ M′′ dispersions.

The individual charge and magnetically ordered A- and B-monolayers are char-

acterised by 6- and 3-fold symmetry, respectively. Therefore, when the monolayers

are uncoupled (ie. JAB = 0), all domains have the same dispersion due to these sym-

metries and the inversion symmetry of reciprocal space. As previous estimates of

the inter-monolayer exchange JAB are small [160], the splitting of the domain disper-

sions is also expected to be small. With the three dispersions expected to be nearly

degenerate, the inequivalent dispersion directions which are related through the

broken symmetry operations can be considered as approximately equivalent. This

is supported by the measured data, where no more than six modes are observed at

any position in the BZ but approximately equivalent wave vector positions show

slight energy shifts (∼ 1− 2 meV) between the modes – most noticeably at the M,

M′, and M′′ positions as shown in Figure 5.8. It should be noted that the structure

factor variation of intensity may also give rise to the shifted peak positions when

two or more peaks are close in energy – this effect is described in more detail in the

next section. Shifted peak positions arising from different dispersions or structure

factor modulations cannot be distinguished. To accommodate for both these po-

tential effects, an intensity-weighted domain-averaged dispersion is used to describe

the spectrum. As the splitting of the domain modes is small, the spectrum can be

described by a domain averaged dispersion. To reflect the differences in measured

intensity, the contribution of each domain dispersion to the average is weighted by

the calculated intensity at each Q position.

5.4.4 Extracting the Dispersion

The magnetic dispersion was extracted from the measured excitation spectrum by

fitting probability distributions to line cuts along the high symmetry directions.

Lorentzian line shapes were found to be a good description of the peaks in E line

cuts, while Gaussian distributions were used for Q cuts. In both cases a linear
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background was also included. The fitting of E cut data was performed in two

different ways:

(i) Semi-Global Fitting

A series of peaks were simultaneously fitted to all line cuts at equivalent or approx-

imately equivalent BZ positions. A peak’s centre and width were refined against

the data from all line cuts. The amplitude of a peak is refined against data from

an individual line cut. The independence of the peak amplitude accommodates for

the structure factor modulations across the BZ.

(ii) Individual Q-position Fitting

A series of peaks were fitted solely to an individual line cut with fixed Q.

Each fitting method has its advantages. Semi-global fitting allows relatively poor

counting statistics and certain modes’ low intensities to be circumvented. There-

fore, fitted peaks have smaller parameter errors. Individual-Q fitting avoids the

averaging effect that occurs when several different cuts are fit simultaneously to

a single pattern. Semi-global fits of constant-Q cuts through the LuFe2O4 data

consistently allowed five modes to be resolved across the entire BZ. Six modes can

be resolved at some wave vector positions when semi-global fitting is used. This

represents an improvement over the individual-Q fitting, where typically only three

or four modes can be accurately distinguished at any given Q. However, the disper-

sions along approximately equivalent BZ paths are expected to be slightly different

and so the semi-global fitting has the potential to smear out features.

A comparison of the resulting fits using the two methods is presented for M,

M′, and M′′ positions in Figure 5.8. A semi-global fit is performed using these line

cuts and those related through inversion (therefore, 6 in total). The resulting fits

for these three cuts are shown as solid blue lines. The positions of the six peaks
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forming the fitted pattern are denoted by the vertical blue dashed lines (and are

the same across the three cuts). Similarly, the individual-Q fits are shown for each

line cut as solid red lines and the peak positions are marked by vertical dashed red

lines.

For the case of the M, M′, and M′′ positions, the increased statistics of semi-

global fitting is exploited to allow six modes to be resolved while only four can be

resolved at the same positions using individual-Q fitting in each. This is principally

due to the structure factor modulation of intensity which suppresses certain modes

at different positions in the BZ. Additionally, the weaker modes (such as that seen

at ∼ 37 meV) cannot be accurately resolved from the background by fitting only

a single line cut. There is some variation in the fitted peak positions using the

individual-Q fitting technique. The peak positions are observed to fluctuate around

the semi-global fitted position in each of the cuts. This is particularly noticeable

for the peak at ∼ 50 meV. The different intensities of this peak in all three cuts

makes a consistent analysis difficult. These variations are expected due to the

slightly different dispersions in each domain at symmetry inequivalent wave vector

positions. Furthermore, the intensities of two or more modes with similar energies

can merge to form a single observable peak. As the peak intensities vary across

reciprocal space, due to the structure factor modulations, the measured position of

the single peak can also fluctuate. In either of these possibilities, the indivdual-Q

fitting returns a more complete description of the dispersion as opposed to the semi-

global fitting which is undertaken with the possibility of smearing out distinguishing

features.

The dispersion was extracted from both the Ei = 60 and 80 meV measured

spectra using both fitting techniques. Figure 5.9(b) shows the dispersion found from

semi-global fitting along the Γ→M→ K→ Γ path (and the related Γ→M′ → K→

Γ and Γ → M′′ → K→ Γ paths). The modes are mapped onto one such path:

Q = (1/3, 1/3) → (1/2, 1/2) → (1/3, 2/3) → (1/3, 1/3). Figure 5.9(c) shows the
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individual-Q fit data along this specific path. Therefore, this represents only a

portion of the extracted dispersion of the entire BZ found using individual-Q fitting.

5.4.5 Model Fitting

To simulate the excitation spectrum of a given exchange Hamiltonian the spin-

wave dispersions.m software [164] was used, which is a numerical implementation

of linear spin wave theory (SWT).2 This calculates the dispersion ω(Q) and com-

ponents of the scattering function S(Q). To account for the domain effects outlined

in Section 5.4.2, the dispersion for each domain was calculated and an approximate

dispersion was found by finding the weighted domain average for each mode. S(Q)

served as the Q-dependent weighting factor for each domain’s dispersion. The re-

sults of such an averaging are illustrated in Figure 5.9(a) where the dispersions due

to all the individual domains are plotted. The modes from different domains con-

tributing to a single weighted average are plotted in the same colour. The weighted

domain average is plotted as a black line for each mode.

Preliminary fits of the domain-averaged numerical model demonstrated that

there are various converged solutions corresponding to drastically different exchange

parameters and final spectra. In order to conclusively find the best solution, a series

of starting parameters was used to systematically cover large regions of parameter

space and exhaustively fit the model. The series was found using the mean field

model outlined in Section 5.4.2. Each of the J parameters was varied between

0 to 5 in 0.5 meV steps. Every possible permutation of the J values formed an

array of 115 starting parameter sets. AFM interactions (J ≥ 0) were chosen based

on their predicted dominance [145, 146, 160]. The range and step-size of each

J value was chosen to optimise the parameter space coverage while limiting the

long computation times (which increase as a quintic power law with an increasing

number of J-steps). Using the mean-field model, the energies of all Ising spin states

2This was necessary as the Hamiltonian describing the interactions of a six spin magnetic unit
cell forms a 12×12 matrix. To calculate the spectrum the Hamiltonian must be diagonalised. This
is unfeasible to do analytically for such a large matrix.
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were calculated for each parameter set. Starting parameters which energetically

favour a ground state spin structure other than that depicted in Figure 5.3(c) were

discarded as unphysical. The remaining combinations formed a list of 5329 sets of

starting parameters. The starting values of the anisotropy parameters were set to

3 meV for both the Fe2+ and Fe3+ ions. This choice is in contrast to the expected

small and large anisotropies of the Fe3+ and Fe2+ ions respectively [146]. The same

intermediate anisotropy strength was chosen for both ions so the fitting was not

biased towards any specific form of anisotropy.

Fitting each of these starting parameter sets allowed parameter space to be

exhaustively explored. This was done using the semi-global fitted dispersion data.

Each mode was attributed various dispersion data points and, in some cases, a single

data point was refined against more than one mode to accommodate for overlapping

modes.3 Each data point was weighted to the inverse square-root of its error (ie.

wj = 1/
√
δEj is the weighting of the jth data point). This fitting produced 30–40

distinct converged solutions.

The converged parameters of the twenty best solutions (determined by the χ2

goodness-of-fit value) formed a series of targeted starting parameters. Using the

targeted parameters allows fits to focus on certain regions of parameter space known

to be near a local χ2 minima. The targeted starting parameters were used to

fit the more detailed individual-Q fitted dispersion data. The same method of

point weighting as the exhaustive fitting was used and, again, each data point was

attributed to one or more modes. The best solution with the lowest χ2 = 6.49 value

is shown in Figure 5.9. The fitted parameters are listed in Table 5.1. This solution

was consistently reproduced when the data are re-fitted using starting parameters

randomly shifted a small amount away from the converged values. This confirms

3The expectation value of the normalised goodness-of-fit parameter χ2 when a model perfectly
describes a dataset is χ2 = 1 [165]. However, in the case where a single data point is refined against
two non-degenerate modes simultaneously the best achievable χ2 is no longer 1 (as the data point
cannot be perfectly described by both modes). This has the effect of making the numerical value
of χ2 inconsistent between fits performed on different datasets. Therefore, only the values of χ2

found by fitting to the same dataset shall be considered.
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Parameter Best Fit 2nd Best Fit Xiang, et al. [160]

χ2 6.49 6.55 –

JAB -1.098(8) -1.05(1) 0.9

JA1 1.185(4) 1.184(5) 4.0

JA2 0.935(8) 1.356(6) 2.75

JB1 0.868(5) -0.08(6) 1.87

JB2 3.407(8) 3.405(8) 7.3

DFe2+ 5.53(2) 6.02(2) –

DFe3+ 0.60(1) 0.84(2) –

Table 5.1: Summary of the fitted and predicted magnetic exchange param-
eters of LuFe2O4. Refined parameters from the best and second best fits are listed
alongside their χ2 value. The exchange parameters are defined in Figure 5.3(c). The
errors on fitted exchange parameter are the standard deviations found from the fitting
procedure. The complete set of nearest neighbour superexchange parameters found by
Xiang, et al. [160] have been simplified for comparison with the fitted results. The
values quoted in the table are found by averaging all superexchange parameters that
become indistinguishable in the minimal model outline in Section 5.4.2.

the solution’s stability. The fit provides a good reproduction of all the features in

both the semi-global fitted dispersion and individual-Q fitted dispersion data as

seen in Figures 5.9(b) and 5.9(c).

The second best converged solution is characterised by χ2 = 6.55, a value very

close to the lowest χ2 found. The fitted parameters are listed for comparison in

Table 5.1. While some parameters are very similar to those of the best fitted so-

lution, others are not – most noticeable JA2 and JB1. The dispersion arising from

the parameters of the second-best fit is plotted in Figure 5.10 alongside the ex-

perimentally measured dispersion and the dispersion of the best fitted solution. It

is clear from an inspection of the two fitted dispersions that the second best fit

does not reproduce all the features present in experimental data. Most noticeably,

the curvature and energy gap of the lowest energy mode does not match the ex-

perimental results. Therefore, while the value of χ2 implies that the second best

fit is a comparably good description of the data, it does not recreate some of the
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Figure 5.9: The fitted domain-averaged dispersion. (a) The simulated dis-
persions arising from all domains expected in the magnetic unit cell depicted in Fig-
ure 5.3(c). Each mode within a single domain’s dispersion is plotted as a different
coloured line. The weighted domain average of each mode used in the fitting (as
described in the main text) is plotted as a solid black line in each panel. (b) The semi-
global fitted dispersion data (denoted by blue circles). (c) A subset of the individual-Q
fitted dispersion data, specific to the given dispersion path (red squares). In both (b)
and (c), dispersion data from both the spectra measured with Ei = 60 and 80 meV are
included.

distinguishing dispersive features. The other converged solutions have significantly

higher χ2 values (≥ 8.30) in addition to badly reproducing the measured dispersion.
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Figure 5.10: Comparison of the lowest-χ2 and second lowest-χ2 fitted solu-
tions. The best (solid grey line) and second best (black dashed line) fitted solutions
are plotted. For comparison, the semi-global fitted dispersion data for both the Ei = 60
and 80 meV spectra are also shown (blue circles). Sections of the second-best fitted
dispersion do not agree with the measured data. Most noticeably, the lowest energy
mode does not reproduce the curvature of the extracted dispersion near the Γ position.

5.5 Discussion

The best fitted solution provides an excellent description of the extracted dispersion.

Furthermore, the converged parameters of this spin-only model successfully recover

the expected strong and weak anisotropies of the Fe2+ and Fe3+ ions arising from

crystal field effects. The exchange parameters are principally AFM, as expected

from previous studies [145, 146, 160]. The values found using ab initio calculations

by Xiang, et al. [160] have been listed for comparison with the fitted results in

Table 5.1. The values have been found by averaging all those superexchange pa-

rameters listed in Ref. [160] that are indistinguishable in the minimal model used in

this study. Although these results are quantitatively different from those fitted, the

fitted values similarly find JB2 as the strongest and JA1 as the next-strongest in-

teractions. The significant FM inter-layer exchange was not expected and conflicts

with the averaged results of Ref [160].

Given that one of the best-fit parameters is FM, it was felt necessary to check
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for the possibility of other equally good (or better) fits when negative values were

included in the set of starting parameters. Therefore, a further exhaustive fit was

carried out with a coarse grid of J starting parameter sets which included negative

values. J was varied between -5 to 5 meV in 2.5 meV steps and all 55 permutations

were generated. The mean field calculation was again used to remove unphysical

sets and the dispersion was fit. This procedure led to some different converged

solutions to those previously found, but none corresponded to a lower χ2 minimum

than that already found. Therefore, the lowest-χ2 solution described above can be

confidently stated as the best fit of the minimal model to the measured dispersion.

The analysis of the spectrum has been limited to modelling only the disper-

sion. This is because a refinement of the minimal model against the intensities

within a line cut is made very difficult by the domain averaging. Although the

model cannot be feasibly fitted against the measured intensity spectrum, the in-

tensity arising from the fitted dispersion model can be simulated and an example

2D slice is shown in Figure 5.11(b). This has been generated by considering the

measured Q = (1/3, 1/3)→ (1/2, 1/2)→ (1/3, 2/3)→ (1/3, 1/3) spectrum, shown

for comparison in Figure 5.11(a). The simulated spectrum is found using the fitted

parameters to calculate the dispersion and components of S(Q) for each detec-

tor position contributing to the spectrum. These are then used to simulate the

measured intensity at each position. An energy dependent E-broadening has been

applied to the spectrum to simulate for the spectrometer resolution. An effective

magnetic form factor – found by averaging the form factors of Fe2+ and Fe3+– has

been applied. Additionally, the orientation factor (δα,β − Q̂αQ̂β) has been applied.

Finally, the intensities from all the domains are averaged and an effective g-factor

of g = 2 is applied to express the intensities in absolute units.

Although there are discrepancies between the simulated and measured spec-

trum, there is a good overall agreement. The approximate factor of 2 difference

in intensities can most likely be attributed to the additional experimental effects
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Figure 5.11: Comparison of the measured spectrum and simulated mag-
netic spectrum arising from the fitted dispersion. (a) Data measured on the
MAPS spectrometer with Ei = 80 meV showing an Γ →M→K→ Γ path through
the spectrum. The intensity is plotted in absolute units of mb sr−1 meV−1 f.u.−1. (b)
Simulations of the magnetic spectrum at the same wave vector positions. The sim-
ulations are generated using the lowest-χ2 fitted solution’s exchange and anisotropy
parameters. The plotted intensity is the energy-broadened domain-averaged scattering
function weighted by the orientation factor and attenuated by an averaged magnetic
form factor. The g-factor (g = 2) and other prefactors (see Eq. 2.26) have been applied
so that the intensity is in the same absolute units as (a).

of self-shielding, second-order scattering, and absorption which are not accommo-

dated for in this simple treatment. The spectrometer resolution broadening clearly

does not account for the width of the modes. A broadening of the simulated modes
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would also make the cluster of domains’ modes appear as single broad excitations,

in better agreement with the measured spectrum.

Finally, the success of the minimal spin wave model at describing the measured

spectrum indicates that the ferromagnetically-coupled AB-bilayer adopted as the

ground state is a good description of the bilayer magnetic order of the majority

of the crystal. The weak peak found at energies lower than the prominent gap

in Figure 5.6(a) does indicate that there exists some other anisotropy within the

sample. A lower gap is consistent with BB-bilayers, which have a much smaller

total anisotropy because of the majority of Fe3+ ions. The relative weakness of the

peak indicates that it is a minority phase, unlike the nearly equal phase mixing

observed in Refs. [148, 150]. It may be consistent with numerous stacking faults

in the sample; a theory which is consistent with the known high levels of disorder

reported in LuFe2O4 [151, 152].



Chapter 6

Conclusions and Future Work

In this thesis I have used inelastic neutron scattering (INS) to measure the magnetic

excitation spectra of three different and complex transition metal oxides. Modelling

the spectra has revealed details of the microscopic origin of the magnetic ground

state. This has been achieved, for the most part, by using linear spin wave theory

(LSWT) to consider the materials as spin-only systems. While recent trends in

the field of magnetic materials research have highlighted the importance of orbital

physics, the results I have obtained indicate that a spin-only approach is still valid

in many situations. Additionally, models based on ab initio calculation have been

compared to measured data. These are shown to overcomplicate the description of

the system – instead a minimal model is often able to capture the relevant spectral

features and important energy scales. Below, I briefly summarise the findings of the

three experimental studies in addition to framing some new questions that these

studies have generated.

La1.75Sr0.25CoO4

The cobaltates, La2−xSrxCoO4, provide a fascinating comparison to certain cuprates,

without the added complexity of superconductivity. Chapter 3 shows that the dis-

tinctive hour-glass spectrum – measured in some low-doped cuprates, manganates,

and cobaltates – exists in samples of La1.75Sr0.25CoO4 and can be simulated using

LSWT based on a disordered cluster spin glass (DCSG) ground state. This result
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emphasises the importance of spin-glass physics in the low doped cobaltates and

adds to our current picture of the cobaltates’ phase diagram.

Additionally, the findings hint that the perfect antiferromagnetic (AFM) order of

the parent compound La2CoO4 and the checkerboard ordering seen in La1.5Sr0.5CoO4

are connected by a steady onset of stripe correlations through a glassy intermediate

phase. This hypothesis requires further experimental verification, although, it may

be consistent with the proposal of Drees, et al. [58] that the checkerboard order-

ing breaks down for dopings of x < 0.5. This corresponds with their observations

of the emergence of some chiral or non-collinear state at x = 0.4. Furthermore,

measurements of the high energy excitations in the x = 0.25 doped compound may

help to better understand the specifics of the AFM correlations that exist alongside

the stripe correlations. The extent to which the DCSG model is valid must also

be better understood. Does the disordered x = 0.25 state becoming increasingly

more ordered at lower doping, as it approaches the AFM parent compound? Do

stripe correlations exist in a similar way when x > 0.5? These question can only be

answered by measuring and modelling the magnetic excitation spectrum.

The success of studying stripe order in cuprate-analogue systems suggests that

similar approaches may help to understand other charge correlation effects observed

in the cuprates. Recently, new and novel incommensurate charge fluctuations have

been found in some bilayer cuprates [17]. Exploring the possibility of similar order

in related bilayer cobaltate systems offers an interesting experimental challenge.

If successful, such a study could reveal much more about what makes cuprates

different and why they exhibit superconductivity.

CuO

Chapter 4 presents the results of an extensive INS study of CuO. Detailed measure-

ments were made of the high energy 1D spectrum and the complete low energy 3D

spectrum. The dispersion of the inter-chain magnetic excitations include several
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key features. Specifically: a softening of the magnon modes at the vertex of the

inter-chain Brillouin zone boundary; and an optic and acoustic mode splitting at the

zone centre. These features, cannot be reproduced by a model derived from LSWT

which included exchange parameters theorised to lead to the high temperature in-

commensurate magnetic phase in CuO. Instead, a phenomenological model is shown

to reproduce the dispersion. This includes two new components. The first is an

additional next-nearest neighbour interaction in the inter-chain direction. The sec-

ond introduces a distinction in previously equivalent nearest neighbour interactions

that relieves the frustration in the system.

Although this phenomenological model reproduces the dispersive behaviour,

questions remain as to whether it represents a true microscopic model for the mag-

netic interactions within CuO. In other cuprate systems, next-nearest neighbour

exchange interactions have been used to replicate the effects of quantum renormal-

isation [127] or higher-order cyclical exchange interactions [126]. Therefore, such

effects must be also be investigated in the case of CuO. Quantum Monte Carlo

simulations have previous been used to demonstrate the effects of quantum renor-

malisation in the spectrum of an AFM square lattice of S = 1/2 Cu2+ ions [127].

There are no simple cyclical (or ring) exchange pathways in CuO like there are in

square lattice cuprates. However, the more complex Cu-O bonding in CuO may

conceal a non-trivial higher order bonding. A model based on the true magnetic

unit cell – which includes the oxygen environments – must be used in subsequent

analysis to test the significance of cyclical exchange. Interestingly, cyclical exchange

interactions have been proposed in a couple of previous theoretical studies of CuO

[130, 131]. In these models, the cyclical exchange acts as a mechanism which sta-

bilises the high temperature incommensurate phase.

Finally, the accurate fitting of any eventual model must accommodate the effects

of the spectrometer resolution. The apparent systematic offset of all the measured

points when the dispersion is steepest (ie. at intermediate energies around the zone
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centre) is indicative of spectrometer resolution effects. A full resolution convolution

is required to accurately fit the phenomenological model to the spectrum. This

is analogous to fitting of the Müller ansatz to the high energy spectrum in Sec-

tion 4.4.2. The computational tools needed to do this for multi-angle scans (such as

those used to measure the inter-chain spectrum) do not exist. However, there is a

current and ongoing effort to integrate the Tobyfit resolution convolution software

into the Horace analyse suite for multi-angle scans.

LuFe2O4

Measurements of LuFe2O4 have observed a magnetic excitation spectrum which

extends up to 60 meV and is consistent with six magnetic modes. A minimal spin

wave model was employed to analyse the spectrum. This model was based on a

previously accepted site-specific magnetic structure that has recently been called

into question. Using this model and an exhaustive fitting method, the magnetic

dispersion was successfully reproduced.

The success of this model, indicates that a magnetic unit cell containing six spins

describes the charge and magnetic order in LuFe2O4. INS measurements appear to

offer a new route to discern the possible ground state structures of LuFe2O4. With

discrepancies between measured samples reported in previous studies of LuFe2O4,

repeating the INS measurements on a sample exhibiting a stoichiometric oxygen

content would offer an interesting comparison to the current results. Additionally,

measuring the magnetic excitation spectrum at higher temperatures may also reveal

new information. Diffraction studies have focussed on the data recorded between

210 − 220 K and report sharp peaks that can be readily refined. In contrast, this

neutron study has been performed at a base temperature of < 10 K. This is a region

of the phase diagram with predicted spin glass effects and a 3D diffraction pattern

which deviates from that at 210− 220 K [135].

Additionally, this study of LuFe2O4 has highlighted some interesting method-
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ological points. First, the strength of a spin-only model to describe (at least in sim-

ple terms) the behaviour of a material with known orbital physics. The large fitted

single-ion anisotropy found for the Fe2+ ions is consistent with both the Ising-like

ordering of the spins and previous measurements of a significant orbital component

contributing to the Fe2+ ion’s moment. Secondly, the work presented in this thesis

illustrates how the spin wave spectrum of very complex magnetic structures can

be successfully modelled and parametrised using a numerical implementations of

LSWT [164]. Most studies using LSWT are focussed on systems containing two

magnetic sublattices. In these situations, a model Hamiltonian can be analytically

solved and refined against the measured spectrum. However, analytic solutions

become unfeasible when more complex magnetic unit cells are considered. The

methods outlined in this thesis may improve the analysis of magnetic excitation in

systems where the magnetic unit cell contains multiple magnetic sublattices.
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A.1 Introduction

In Chapter 1, linear spin wave theory was introduced in the context of a simple

antiferromagnet on a square lattice. In Chapter 4, this theory was used to develop

a linear spin wave model (LSWM) for the 3D magnetic excitations measured in

CuO. This appendix derives the results previously quoted in Section 4.4.1 for the

LSWM of CuO. A more detailed explanation of linear spin wave theory can be

found in various textbooks, such as Refs. [166, 167].

For any spin wave model, a Hamiltonian describing the system is required. In

the case of CuO, this is defined in Eq. 4.6. The different exchange parameters

included are defined in Figures 4.2(a) and 4.2(b). The magnetic unit cell is shown

in Figure 4.2(a), and contains four spins. For clarity, these shall be identified

as A (at position rA = 0am + 0bm + 0cm), B (rB = 1/2am + 0bm + 0cm), C

(rC = 1/4am + 1/2bm + 1/2cm), and D (rD = 3/4am + 1/2bm + 1/2cm).
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A.2 Fourier Transformation of the Hamiltonian

In order to consider the change in spin associated with a spin wave, the spin raising

and lower operators are defined with respect to the spin quantisation axis y, such

that

Sx =
1

2i
(S+ − S−), Sy = Sy, Sz =

1

2
(S+ + S−). (A.1)

The raising and lower spin operators can then be transformed to a set of Holstein-

Primakoff (HP) creation and annihilation operators. The HP operators used are

approximations of the true power law expressions of S+ and S−. They are defined

for each spin in the magnetic unit cell and their form depends on the atom’s spin

orientation. Therefore, for atoms A (spin up) and B (spin down)

S+
A = (2S)1/2a, S−A = (2S)1/2a†, SyA = S − a†a, (A.2)

S+
B = (2S)1/2b†, S−B = (2S)1/2b, SyB = −S + b†b. (A.3)

Similar expression are defined for atom C (with a spin parallel to A) and atom D

(with a spin parallel to B). The operators obey the boson commutation relations

[an, a
†
m] = δn,m and [aq, a

†
q] = δq,q′ , where δx,y is the Kronecker delta function. The

HP operators associated with different spins commute, such that [an, bm] = 0.

Using Eqs. A.1, A.2, and A.3 , neighbouring spins antiferromagnetically aligned

are expressed in terms of the HP operators as

Sn · Sm = −S2 + S(a†nan + b†mbm) + S(a†nb
†
m + anbm). (A.4)

Neighbouring spins ferromagnetically aligned are expressed as

Sn · Sm = S2 − S(a†nan + a†mam) + S(ana
†
m + a†nam). (A.5)

In both, Eqs A.4 and A.5, higher order terms have been neglected. The remain-
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ing terms are bilinear in creation and annihilation operators. Performing a Fourier

transform on the resulting expression of the Hamiltonian defines the spin interac-

tions in wave vector. The Fourier transforms is defined as

an =
1√
N

∑

q

eiq.rnaq, a†n =
1√
N

∑

q

e−iq.rna†q (A.6)

In this expression, q is wave vector and rn is the real space position of the nth spin

within the magnetic unit cell. N is the total number of spins in the magnetic unit

cell.

This allows the Hamiltonian defined in Eq. 4.6 to be expressed in a bilinear form

H = H0 +Hq = H0 +
∑

q

XqHqX
†
q. (A.7)

The H0 terms contains factors that do not vary with wave vector and are, therefore,

not relevant for the calculation of the dispersion and shall not be considered in the

remaining derivation. The Hq term varies with wave vector. It is defined by the

vector Xq = [a†q, c
†
q, b−q, d−q], the adjoint of this vector X†q, and the matrix Hq.

For CuO, this has the form

Hq =




Aq Bq Cq Dq

B∗q Aq D∗q Cq

Cq Dq Aq Bq

D∗q Cq B∗q Aq




(A.8)

The matrix elements are defined in terms of the exchange parameters and wave
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vector components q = (H,K,L) as

A = 2S(Jch + J2a + J2c + Jperp(cos(π(H + L))− 1) + Jb(cos(2πK)− 1) + 2D),

B = S(Ja(e
iπ(H+K) + eiπ(H−K)) + Jc(e

−iπ(L−K) + e−iπ(L+K))),

C = 2S(Jch cos(π(H − L)) + J2c cos(2πH) + J2a cos(2πL),

D = S(Ja(e
iπ(H−K) + eiπ(H+K)) + Jc(e

−iπ(L+K) + e−iπ(L−K))).

A.3 Diagonalising the Hamiltonian

The wave vector dependant part of the Hamiltonian Hq defined in Eq. A.8 must

now be diagonalised. To do this, I shall follow the method outlined by White, et al.

[119]. This involves a Bogoliubov transformation, used to bring the Hamiltonian

into a diagonal form. The Bogoluibov transformation can be defined as

Xq = SX ′q, (A.9)

where X ′q diagonalises Hq such that, for any q,

H = XHX† = X ′ΩX ′†. (A.10)

In this equation, Ω is a diagonal matrix comprised of the eigenvalues of Hq. Sub-

stituting Eq. A.9 into Eq. A.10, we find

gHSi = λiSi, (A.11)

where the eigenvalue is related to the dispersion by the expression

λi = g′ii~ωi. (A.12)
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In the expression above, i indexes the elements of a matrix. Therefore, the value

g′ii is an element of the diagonal matrix g′. This, and the associated matrix g, are

defined to maintain the commutation relations of the operators contained within

X ′ and X respectively. Therefore, in this treatment, these metrics have the value

g = g′ =




1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1



. (A.13)

The transformed vector of creation and annihilation operators is defined as Xq =

[α†q, κ
†
q, β−q, δ−q].

Eq. A.11 is in the form of an eigenvalue equation and can, therefore, be solved

to reveal the wave vector dependant energy eigenvalues – as defined in Eq. A.12.

These define the dispersion and for the case of CuO have the form

ω± =

√
A2 + |B|2 − C2 − |D|2 ±

√
4 | AB − CD∗ |2 − | B∗D∗ −BD |2. (A.14)

The corresponding normalised eigenvectors (ie. that satisfy SgS† = g) are

S =




W̄ (ω−) W̄ (ω+) W̄ (−ω−) W̄ (−ω+)

Ȳ (ω−) Ȳ (ω+) Ȳ (−ω−) Ȳ (−ω−)

X̄(ω−) X̄(ω+) X̄(−ω−) X̄(−ω+)

Z̄(ω−) Z̄(ω+) Z̄(−ω−) Z̄(−ω+)



, (A.15)



A.4 One-Magnon Cross Section 163

where the shorthand, W̄ (ω) = N(ω)W (ω) is used and the corresponding values are

W (ω) = −(A+ ω)(A2 + |B|2 − C2 − |D|2 − ω2) + 2A|B|2 − C(B∗D∗ +BD∗)

X(ω) = C(A2 + |B|2 − C2 + |D|2 − ω2)−A(B∗D +BD∗)− ω(B∗D −BD∗)

Y (ω) = B∗
(
(A+ ω)2 − |B|2 + C2

)
− 2C(A+ ω)D∗ +B|D|2

Z(ω) = D∗(A2 + C2 − |D|2 − ω2) +B∗2D − 2AB∗C

N(ω) = 1/
√
| − |W (ω)|2 − |Y (ω)|2 + |X(ω)|2 + |Z(ω)|2|.

This solution is consistent with the results of an equivalent diagonalisation of a

similar 4×4 Hamiltonian reported in Ref. [168]. Additionally, Eq. A.15 is expressed

in the same format as Ref. [168].

A.4 One-Magnon Cross Section

Using the formalism of the creation and annihilation operators reveals the nature of

the magnon excitations. Creating an excitation is equivalent to producing a magnon

quasiparticle. Therefore, this can be used to approximate the partial differential

cross section defined for neutron scattering in Section 2.2.3. Eq. 2.27, shows the

scattering function is proportional to the sum of matrix elements 〈λf |Sα(Q)|λi〉

which define a transition between an initial and final state. These can be calculated

by considering the components of the Fourier transform of the spin operator defined

for the spin on site n as

S(Q) =
∑

n

eiQ·rnSn. (A.16)

The component directions α = {x, y, z} are defined with respect to the spin di-

rection. In CuO, the spins lie parallel to the y direction, and it can be seen from

Eqs. A.2 and A.3 that Sy describes a transition between two states with an equal

number of magnons. Therefore, Syy(Q, E) contains information relating to the elas-

tic scattering. Sx and Sz detail a transition between states differing by one magnon



A.4 One-Magnon Cross Section 164

and, therefore, describes the system’s response to inelastic scattering. In the case of

CuO, Sxz(Q, E) = −Szx(Q, E) and Sxx(Q, E) = Szz(Q, E). Therefore, the partial

differential cross section is found to be

dσ2

dΩdE
∝ (2− Q̂xQ̂x − Q̂zQ̂z)Sxx(Q, E), (A.17)

where the dynamical correlations are again consistent with those found in Ref. [168]

and expressed as

Sxx(Q, ω) =
S

2N

(
|W̄ (ω−) + Ȳ (ω−) + X̄(ω−) + Z̄(ω−)|2

× (nα + 1)δ(ω − ω+) + nαδ(ω + ω−)

+|W̄ (ω+) + Ȳ (ω+) + X̄(ω+) + Z̄(ω+)|2

× (nκ + 1)δ(ω − ω−) + nκδ(~ω + ~ω+)

+|W̄ (−ω−) + Ȳ (−ω−) + X̄(−ω−) + Z̄(−ω−)|2

× (nβ + 1)δ(ω − ω+) + nβδ(ω + ω−)

+|W̄ (−ω+) + Ȳ (−ω+) + X̄(−ω+) + Z̄(−ω+)|2

× (nδ + 1)δ(ω − ω−) + nδδ(ω + ω+)
)
. (A.18)

In this expression, nα = α†α is the number operator associated with α bosons.

Equivalent number operator nβ, nκ, and nδ are included for the β, κ, and δ bosons.

As the number operator defines the total number of excitations, in the ground

state magnon vacuum n = 0 for all modes. The Dirac delta function δ(ω + ωq)

is included. However, because of the finite lifetime of excitations in real materials

and the broadening of the spectrometer resolution function, the delta function is

replaced in simulations with a Gaussian or Lorentzian lineshape to introduce some

finite energy width.



Bibliography

[1] S. Blundell, Magnetism in Condensed Matter, Oxford University Press, Ox-

ford (2012).

[2] G. T. Rado and H. Suhl, Magnetism, vol. 1, Academic Press, New York (1963).

[3] J. B. Goodenough, Magnetism and the Chemical Bond, Interscience Publisher,

New York (1963).

[4] T. Giamarchi, Quantum Physics in One Dimension, Oxford University Press,

Oxford (2004).

[5] H. Bethe, ‘Zur theorie der metalle,’ Z. Phys. 71, 205 (1931).

[6] J. Cloizeaux and J. J. Pearson, ‘Spin-wave spectrum of antiferromagnetic

linear chain,’ Phys. Rev. 128, 2131 (1962).

[7] B. Lake, ‘Quantum magnets show their hand,’ Nat. Phys. 1, 143 (2005).

[8] D. v. Delft and P. Kes, ‘The discovery of superconductivity,’ Physics Today

63, 38 (2010).

[9] J. F. Annett, Superconductivity, Superfluids, and Condensates, Oxford Uni-

versity Press, Oxford (2011).

[10] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, ‘Microscopic theory of super-

conductivity,’ Phys. Rev. 106, 162 (1957).

[11] J. G. Bednorz and K. A. Müller, ‘Possible high-Tc superconductivity in the

Ba-La-Cu-O system,’ Z. Phys. B 64, 189 (1986).

[12] A. Schilling, M. Cantoni, J. D. Guo, and H. R. Ott, ‘Superconductivity above

130 K in the Hg-Ba-Ca-Cu-O system,’ Nature 363, 56 (1993).

[13] L. Gao, Y. Y. Xue, F. Chen, Q. Xiong, R. L. Meng, D. Ramirez, C. W.

Chu, J. H. Eggert, and H. K. Mao, ‘Superconductivity up to 164 K in

HgBa2Cam−1CumO2m+2+δ (m = 1, 2, and 3) under quasi-hydrostatic pres-

sures,’ Phys. Rev. B 50, 4260 (1994).

[14] C. Varma, ‘High-temperature superconductivity mind the pseudogap,’ Nature

468, 184 (2010).

[15] M. Vojta, ‘Lattice symmetry breaking in cuprate superconductors: stripes,

nematics, and superconductivity,’ Adv. Phys. 58, 699 (2009).

[16] J. M. Tranquada, G. Y. Xu, and I. A. Zaliznyak, ‘Superconductivity, anti-

ferromagnetism, and neutron scattering,’ J. Magn. Magn. Mater. 350, 148

(2014).



Bibliography 166

[17] G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-Canosa, C. Mazzoli,

N. B. Brookes, G. M. De Luca, A. Frano, D. G. Hawthorn, F. He, T. Loew,

M. Moretti Sala, D. C. Peets, M. Salluzzo, E. Schierle, R. Sutarto, G. A.

Sawatzky, E. Weschke, B. Keimer, and L. Braichovich, ‘Long-range incom-

mensurate charge fluctuations in (Y,Nd)Ba2Cu3O6+x,’ Science 337, 821

(2012).

[18] D. J. Scalapino, ‘A common thread: The pairing interaction for unconven-

tional superconductors,’ Rev. Mod. Phys. 84, 1383 (2012).

[19] P. Monthoux, D. Pines, and G. G. Lonzarich, ‘Superconductivity without

phonons,’ Nature 450, 1177 (2007).

[20] W. Eerenstein, N. D. Mathur, and J. F. Scott, ‘Multiferroic and magnetoelec-

tric materials,’ Nature 442, 759 (2006).

[21] S. W. Cheong and M. Mostovoy, ‘Multiferroics: a magnetic twist for ferro-

electricity,’ Nat Mater 6, 13 (2007).

[22] P. Fischer, M. Polomska, I. Sosnowska, and M. Szymanski, ‘Temperature-

dependence of the crystal and magnetic-structures of BiFeO3,’ J. Phys. C.

13, 1931 (1980).

[23] D. Khomskii, ‘Classifying multiferroics: mechanism and effects,’ Physics 2,

20 (2009).

[24] I. E. Dzyaloshinskii, ‘Theory of helicoidal structures in antiferromagnets I:

Nonmetals,’ Sov. Phys. JETP 19, 960 (1964).

[25] T. Moriya, ‘Anisotropic superexchange interaction and weak ferromagnetism,’

Phys. Rev. 120, 91 (1960).

[26] J. Chadwick, ‘The existence of a neutron,’ Proc. R. Soc. Lond. A 136, 692

(1932).

[27] H. von Halban and P. Preiswerk, ‘Preuve experimentale de la diffraction des

neutrons,’ C.R. Acad. Sci. Paris 203, 73 (1936).

[28] D. P. Mitchell and N. Powers, ‘Bragg reflection of slow neutrons,’ Phys. Rev.

50, 486 (1936).

[29] B. N. Brockhouse and A. T. Stewart, ‘Scattering of neutrons by phonons in

an aluminium single crystal,’ Phys. Rev. 100, 756 (1955).

[30] J. Als-Nielsen and D. McMorrow, Elements of Modern X-ray Physics, 2nd

edn., John Wiley, Chichester, West Sussex (2011).

[31] R. M. Moon, T. Riste, and W. C. Koehler, ‘Polarisation analysis of thermal

neutron scattering,’ Phys. Rev. 181, 920 (1969).



Bibliography 167

[32] G. L. Squires, Introduction to the Theory of Thermal Neutron Scattering,

Dover Publications, Mineola, NY (1996).

[33] S. W. Lovesey, Theory of Neutron Scattering from Condensed Matter, Oxford

Clarendon Press, Oxford (1984).

[34] http://www.ncnr.nist.gov/resources/n-lengths/ (2013).

[35] A. J. Dianoux and G. Lander, Neutron Data Booklet, 2nd edn., Old City

Publishing Inc., Philadelphia, PA (2003).

[36] P. J. Brown, https://www.ill.eu/sites/ccsl/ffacts/ffachtml.html

(2014).

[37] B. T. M. Willis and C. J. Carlile, Experimental Neutron Scattering, Oxford

University Press, Oxford (2009).

[38] G. Shirane, S. M. Shapiro, and J. Tranquada, Neutron Scattering with a

Triple-Axis Spectrometer, Cambridge University Press, Cambridge (2002).

[39] T. G. Perring, R. A. Ewings, and J. V. Duijn, ‘Horace,’ http://horace.

isis.rl.ac.uk/ (2013).

[40] T. G. Perring and et al., ‘Tobyfit,’ http://tobyfit.isis.rl.ac.uk/ (2012).

[41] C. G. Windsor, Pulsed Neutron Scattering, Taylor & Francis, London (1981).

[42] D. A. Tennant and D. F. McMorrow, ‘Rescal,’ http://www.ill.

eu/en/instruments-support/computing-for-science/cs-software/

all-software/matlab-ill/rescal-for-matlab/ (1995).
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